Syllabus & Curriculum

Curriculum

The three year post graduate programme - MCA (Master of Computer Applications) is 6 semester course affiliate to University of Kerala and approved by AICTE, New Delhi. The purpose of the programme is to provide a good background for those who wishing to pursue a software professional career.

Syllabus of MCA @ Kerala University

UNIVERSITY OF KERALA

Revised Scheme & Syllabus of the MCA Programme

(With effect from 2011 admissions)

A major objective of the MCA programme, in addition to other academic objectives, is to create skilled man power at the level of programmer, system analyst, project manager and system manager.

The duration of the course is six semesters in 3 years. The student has to take, generally, 5 theory papers , 2 practical courses and one seminar /(Communicative English in the1st semester ) in the first four semesters. In the fifth semester   the practical courses and the seminar together is replaced with a mini-project work. In 6th semester there is no theory /practical course but one has to do a major project work. In each week a student is supposed to get 10 practical hours and hence in every semester a total of 160 hours of practical training in the laboratories. The contact hours for theory/ tutorial comes to around 20 hours/week. The attendance in the theory & practical is compulsory

General:

 Examinations:

 University Examinations will be conducted at the end of each semester as per the scheme included in this document.

 Pass Requirements and provisions for classification of successful candidates

A candidate shall be declared to have passed the semester examination in full if he/she secures not less than 40% marks in written examination and not less than 50% marks in written ( university) plus sessional marks put together in each paper. This rule applies to practical also. In the case of project works the student has to earn a minimum of 50% in university examination and a minimum of 50% for university examination plus sessional marks put together for a pass. For the subjects which have only sessional marks, a minimum of 50% is required for a pass.

If a student fails in one or more subjects, he/she needs to reappear only in those subjects. The rules for supplementary examinations will be same as that of the existing regulations.

Classification of (Pass) results into I Class, II Class etc shall be as per the scheme prior to scheme prior to 2011 admissions

Sessional Marks:

The sessional marks are awarded based on 2 class tests and assignments/ lab reports for theory/ practical and attendance.Splitup is shown below:

Theory

              Attendance                                        20%

              Assignments ( minimum 2 )             30%

              Class tests ( minimum  2)                 50%

 Practical:

              Attendance                                       20%

              Performance in the lab

                ( lab reports and experiments)            40%

              Lab tests ( minimum 2)                     40%

Mini Project

Attendance                                         20%

Topic                                                   10%

Performance                                        30%

Evaluation                                           40%

            Main Project

                        Topic                                                   10%

                        Performance                                        50%

                        Evaluation                                           40% 

For seminars, the sessional marks are based on presentation / seminar report and participation.

The students are required to present the progress ( in respect of project works) twice to the Department Faculty.

Question Paper Pattern. :

The maximum mark for the theory examinations will be 100 and the time duration will be 3 hours. The question paper shall contain two parts, Part A and Part B. Part A shall be for 40 marks and shall contain 10 compulsory short answer questions. Part B shall be for 60 marks and shall contain three modules. Each module shall contain two full questions out of which the student has to answer only one question. Each full question shall be for 20 marks.

Scheme and Syllabus

Semester I

Subject Code


Name of Subject


Duration in Hours


Marks

L


T


P


Sessional


Written / Practical


Total

11.101


Combinatorics and Graph Theory


3


1


-


50


100


150

11.102


Probability and Statistics


3


1


-


50


100


150

11.103


Digital Systems


3


1


-


50


100


150

11.104


Programming in C


2


1


-


50


100


150

11.105


Accounting and Financial Management


3


1


-


50


100


150

11.106


Communicative English


2


-


-


50


-


50

11.107


C Programming Lab


-


-


4


50


100


150

11.108


Linux Lab


-


-


4


50


100


150

TOTAL 


16


5


8


400


700


1100

Semester II

Subject Code


Name of Subject


Duration in Hours


Marks

L


T


P


Sessional


Written / Practical


Total

11.201


Data and File Structures


3


1


-


50


100


150

11.202


Computer Organization


3


1


-


50


100


150

11.203


Object Oriented Programming through C++


2


1


-


50


100


150

11.204


Principles of Management


3


1


-


50


100


150

11.205


Database Management Systems


3


1


-


50


100


150

11.206


Seminar


-


-


2


50


-


50

11.207


Data Structures Laboratory


-


-


4


50


100


150

11.208


Microprocessor Laboratory


-


-


4


50


100


150

TOTAL 


14


5


10


400


700


1100

Semester III

Subject Code


Name of Subject


Duration in Hours


Marks

L


T


P


Sessional


Written / Practical


Total

11.301


Algorithm Analysis and Design


3


1


-


50


100


150

11.302


Software Engineering


3


1


-


50


100


150

11.303


Numerical Analysis and Optimization Techniques


3


1


-


50


100


150

11.304


Operating Systems


3


1


-


50


100


150

11.305


Java Programming


2


1


-


50


100


150

11.306


Seminar


-


-


2


50


-


50

11.307


Object Oriented Programming Lab


-


-


4


50


100


150

11.308


Database Laboratory


-


-


4


50


100


150

TOTAL 


14


5


10


400


700


1100

Semester IV

Subject Code


Name of Subject


Duration in Hours


Marks

L


T


P


Sessional


Written / Practical


Total

11.401


Computer Graphics


3


1


-


50


100


150

11.402


Computer Networks


3


1


-


50


100


150

11.403


Object Oriented Analysis and Design


2


1


-


50


100


150

11.404


Elective I


3


1


-


50


100


150

11.405


Elective II


3


1


-


50


100


150

11.406


Seminar


-


-


2


50


-


50

11.407


Computer Graphics Laboratory


-


-


4


50


100


150

11.408


Web Applications Laboratory


-


-


4


50


100


150

TOTAL 


14


5


10


400


700


1100

Elective I

11.404.1 Software Project Management

11.404.2 Management Information Systems

11.404.3 Web Technology

11.404.4 Software Testing

Elective II

11.405.1 Systems Programming

11.405.2 Principles of Compiler Design

11.405.3 Theory of Computation

11.405.4 Computer Hardware Design

Semester V

Subject Code


Name of Subject


Duration in Hours


Marks

L


T


P


Sessional


Written / Practical


Total

11.501


Internet Technology


3


1


-


50


100


150

11.502


Data Mining and Warehousing


2


1


-


50


100


150

11.503


Artificial Intelligence


3


1


-


50


100


150

11.504


Elective III


3


1


-


50


100


150

11.505


Elective IV


3


1


-


50


100


150

11.506


Case Study


-


-


2


50


-


50

11.507


Mini Project


-


-


8


100


200


300

TOTAL 


14


5


10


350


700


1100

Elective III

11.504.1 Bio Informatics

11.504.2 Soft Computing

11.504.3 Multimedia Systems

11.504.4 Image Processing

11.504.5 Unix and Shell Programming

Elective IV

11.505.1 Client Server Computing

11.505.2 Cryptography and Network Security

11.505.3 Distributed Systems

11.505.4 Parallel Algorithms

11.505.5 Distributed Database Systems

Semester VI

Subject Code


Name of Subject


Duration in Hours


Marks

L


T


P


Sessional


Project Evaluation and Viva Voce


Total

11.601


Project Design and Implementation


-


-


29


200


300


500

TOTAL 


-


-


29


200


300


500

11.101             COMBINATORICS  AND  GRAPH THEORY              3-1-0

Module I

Fundamental principles of counting , permutation and combinations , binomial theorem , combination with repetition , principle of inclusion and exclusion , derangements , generating functions , the exponential generating function , recurrence relations-first order and second order- non homogeneous recurrence relations , method of generating functions

Module II

Introduction to graph – definition –sub graph-path cycles-matrix representation-graph isomorphism – Euler tour- planar graph-Euler’s formula-bipartite graph – application of kuratowski’s theorem (proof not required)cutest dual of a graph- Hamiltonian path and cycles-sufficient condition for the existence of Hamilton cycles-graph colouring, chromatic polynomials and map colouring

Module III

Tress-definition and properties-DFS algorithm (application only no need of proof) BFS algorithm (application only – no need of proof) biconnected components and articulation points-Dijkstra’s shortest path algorithm, minimal spanning tree-Kruskal and prims algorithm, max-flow-min-cut theorem (proof not required)

Text book

1. Discrete and Combinatorial Mathematics, An applied Introduction,3/e, Ralph

    P.Grimaldi, Pearson Education

Module I :-Sections:1.1 to 1.4,8.1,8.2,8.3,9.1,9.2,9.4,10.1,10.2,10.3,10.4

Module II:-Sections: 11.1 to 11.6

Module III:-Sections: 12.1, 12.2, 12.3, 12.5, 13.1, 13.2, 13.3

References:

1. Clark J Holten .D A, A first look at Graph Theory .Allied Publishers (World Scientific, New Delhi)

2. Corman T.H, Leisersion C.E & Rivest RL, Introduction to Algorithms , Prentice Hall of India

3. Mott.J.L.Kendel A & baker T P. Discrete Mathematics for Computer Scientists and 3.

    Mathematicians ,2/e, Pretice Hall ofIndia

5. Liu.C.L, Elements of Discrete Mathematics,2/e,McGraw HillSingapore

6. Rosen K.H , Discrete Mathematics and its applications , 3/e , Mc Graw Hill Singapore

7. Balakrishnan R, Ranganathan, A text book of Graph theory, Springer International    edition

8. Yadav S K, Elements of Graph Theory, Ane’s student edition,

11.102     PROBABILITY AND STATISTICS     3-1-0

Module I

PROBABILITY  THEORY - Random experiment-Conditional probability – independent  event . Bayes  theorem-Random variable - continuous and discrete – Probability density function – Distribution function – Special distributions – discrete and continuous distributions-TWO DIMENSIONAL RANDOM VARIABLE-Joint probability density – cumulative distribution – marginal probability – conditional probability . LINEAR CORRELATION – Correlation                     coefficient – properties of correlation coefficient-rank correlation coefficient – Regression – equations of linear regression – bounds for probability – Tcchebysheves inequality Central limit theorem

Module II

Special discrete distribution – Binomial distribution –mean , variance and central moments. Poisson-mean and variance and central moments . Hyper geometric – mean and variance. Special continuous distribution –Uniform distribution – moments . Normal distribution-standard normal distribution , - mean and variance and central moments of normal distribution-Moment generating function of N(0,1) and N(µ ,σ ).Normal distribution is the limiting case of Binomial distribution.

Module III

Tests of hypothesis- parameter and statistic-sampling distribution – Estimation and testing of hypothesis-critical region and level of significance-Errors in testing of hypothesis-one tailed and two tailed tests-procedure for testing hypothesis- confidence interval-tests of significance of large and small samples-Student’s t distribution-Sndecor’s F distribution.

Text Book:

T.Veerarajan-Probability , Statistics and Random process(Third edition ,      TataMc.Graw Hill, Chapters 1,2,4,5,8)

References:

Sundarapandian - Probability, Statistics and Queueing theory,  PHI

S.M .Ross - Introduction to probability models-

Miller and Freunnds-Richard A. Johnson - Probability and statistics for                          Engineers

Purna Chandrta Biswal – Probability and Statistics , PHI

F M Dekking, C Kraaikamp – a modern introduction to probability and                    statistics, Springer

11.103                                     DIGITAL SYSTEMS                                  3-1-0

Module  I

Number systems – Decimal, Binary, Octal and Hexadecimal – conversion form systems to another representation of negative numbers – representation of BCD numbers – character representation – character coding schemes – ASCII – BBCDIC etc. – Algorithms for addition subtraction, multiplication and division of binary and BCD number – Addition and subtraction of octal and hexadecimal numbers.  Representation of floating point numbers – precision – addition, subtraction, multiplication and division of floating point numbers.

Module  II

Postulates of  Boolean algebra – Logic functions – logic gates – methods of minimization of logic functions – Karnaugh map method and tabulation method – realization using logic gates.  Design of combinatorial logic circuits – adder, subtractor, binary parallel adder, decimal adder, code converter, magnitude comparator, decoder, multiplexer, demultiplexer, parity generator – design examples.

Module  III

Sequential Logic Circuits – Flip flops RS, D, JK & T type – Master slave flip flop.  Analysis and design of clocked sequential circuits – state diagram – state reduction and assignment – design with state equations – shift registers – serial adder – Design of synchronous and asynchronous Counters – Timing Sequences.

Text Books

Morris Mano., Digital Logic and Computer Design,  PHI,, 4th edition.

References:

Gothman W.H. Digital Electronics – An introduction to theory and practice – Prentice hall of India.

J. Peatman – Design of systems – Mc Graw Hill International Students edition,

Bartee T, Digital Computer Fundamentals,  Mc Graw Hill.

Rajaraman. V., and T. Radhakrishnan – An introduction to digital computer design, Prentice Hall.

11.104                      PROGRAMMING IN C                                                     2 - 1- 0

Module I

Introduction to programming languages – types of programming languages – high level languages – assembly language – machine language. Problem solving concepts– flow charts and algorithms – general problem solving strategies – top-down and bottom up design – breaking a problem into sub problems – choice of a suitable data structure. Documentation of programs– debugging of programs – program testing. Important C concepts- Preprocessor directives – header files – data types and qualifiers – operators and expressions – enumerations - data input and output-

Module II

Control statements- Arrays and strings – structures and unions – working with bits in C – storage classes. Pointers– array of pointers – structures and pointers.

Module III

Memory allocation functions: Function – function definition – function prototypes – function call by value and call by reference – recursive functions. Data files – formatted, unformatted and text files. Low level programming in C, Command line arguments.

Text Books:

Balagurusamy – Programming in ANSI C – 5th ed- TMH

Kamthane A.N., Programming with ANSI and Turbo C , Pearson Education India 2002

Gottfried – Programming in C ( SIE) 3rd ed- TMH

References:

Keringhan., The C Programming language, Pearson Education.

Venkateshmurthy, M.G., Programming Techniques through C Pearson EducationIndia.

Hanly J.R., and E.B. Koffman Problem Solving and Program Design in C   Pearson Education, 5th edition

V. Rajaraman ., Computer Programming in C   , PHI

11.105        ACCOUNTING AND FINANCIAL MANAGEMENT            3-1-0

Module I

Accounting: principles, concepts and conventions, double entry system of accounting, introduction to basic books of accounts of sole proprietary concern, control accounts for debtors and creditors, closing of books of accounts and preparation of trial balance. Final accounts: trading, profit and loss accounts and balance sheet of sole proprietary concern with normal closing entries. introduction to manufacturing account, finally accounts partnership firms, limited company. Introduction to accounting packages like Tally

Module II

Financial Management: meaning and role Ratio analysis: meaning, advantages, limitations, types of ratios and their usefulness. Fund Flow statement: meaning of the terms fund, flow and fund, working capital cycle, preparation and interpretation of the fund flow statement.

Module III

Costing: nature and scope, importance, method of finalisation of master budget and financial budgets.Marginal costing: nature, scope and importance, Break even analysis, its uses and limitations, construction of break even chart, practical applications of marginal costing; standard costing: nature and scope,computation and analysis of vanances with reference to material cost, labor cost and overhead cost, interpretation of the vanances Introduction to computerized accounting system: coding logic and codes required, master files, transaction files, introduction to documents used for data collection, processing of different files and outputs obtained.

Books:

1. KellokJ., Elements of accounting, Heinemann

2. Rockley L.E., Finance for the Non-Accountant, 2 Edition, Basic Books.

3. Levy and Sarnat, Principles of Financial Management, Prentice Hall

    International.

4. Arnolel, Financial Accounting, Prentice Hall International (Paperback Edition)

5. Horngren , Sundem and Selto (9th ed), Introduction to Management Accounting, Prentice Hall International (Paperback Edition)

6. Murthy U.S., Management Finance, 2 Edition, Vakils Refers & Simons Ltd.

7. Van Home, James C., Financial Management and Policy, Prentice Hall

8. Pandey I.M., financial Management, Vikas publications

11.106                       COMMUNICATIVE ENGLISH                  2-0-0

Reading- Skimming-scanning-detailed reading-predicting content-interpreting charts and tables-identifying stylistic features in texts - evaluating texts-understanding discourse coherence-guessing meaning from the context- note making / transferring information.

Word formation with prefixes and suffixes-discourse markers and their functions-degrees of comparison- expressions relating to recommendations and comparisons-active and passive voice-antonyms-tense forms- gerunds- conditional sentences-modal verbs of probability and improbability-acronyms and abbreviations - compound nouns and adjectives-spelling-punctuation.

Sentence definition-static description-comparison and contrast-classification of information-recommendations- highlighting problems and providing solutions-formal and informal letter writing-using flow-charts/diagrams paragraph writing-editing.

Defining, describing objects-describing uses/functions-comparing-offering suggestions-analysing problems and providing solutions-expressing opinions (agreement/ disagreement) –expressing possibility/certainty – framing questions-providing answers.

Text Books:

1. " English for Engineers and Technologists ",VolumeI.Authors : Humanities and Social Science Department,AnnaUniversity, Published by Orient Longman Ltd.,

2.  Sarah Freeman, Written communication in English, Orient Longman, .

11.107                          C PROGRAMMING LAB                                                             0-0-4

Experiments covering the topics included in the subject 11.104 should be done. Linux/Unix platform should be selected

11.108                            LINUX LAB                                                                      0-0-4

Purpose of the Lab : To familiarize the students with Linux , its installation, use of linux commands and shell programming to encourage the open source initiative. The students may be given a brief about the Linux operating system – its history, architecture, and about the shell.

Installation of any one flavor of Linux – Red hat/debian/fedora/suse/ubuntu – here information on disk partitioning, formatting, mount points, swap has to be familiarized.

Installing from text mode.

Installing a network card.

Familiarizing with the linux file system – inverted tree structure, relative and absolute path names, home directory, types of files, links, types of users, ACL, file commands like copy, move etc..

Usage of editors like vi, vim, emacs, kedit etc.

Using pipes, tees and other redirection operators.

Use of various filters like grep, wc, cut, tr, etc.

Automating tasks using shell scripts – shell variables, command substitution, expr command.

Shells – conditional execution – test, if, if –elseif, case-esac.

Shells – use of loop constructs – while, until, for, break, continue.

Shells – use of positional parameters and shift command.

Using ping, ftp, telnet, ssh.

Familiarization with backing up, restoring and compressing of files – just basics.

Installation of a linux server, withNISand NFS and a web server using lampp. (just basic introduction)

Familiarization with GNOME and KDE environment (basics only).

Lab reference :

Linux Operating system by NIIT ltd, Prentice Hall

A practical guide to Linux, Commands, Editors and shell programming, Mark G. Sobell, Pearson education,

11.201                         DATA AND FILE TRUCTURES                         3-1-0

Module  I

Introduction to programming methodologies – structured approach, stepwise refinement techniques, programming style, documentation – analysis of algorithms:  frequency count. Complexity of algorithms: Time and space complexity of algorithms using “big oh” notation. Recursion: Recursive algorithms, Analysis of recursive algorithms. Logic characteristics of strings, physical representation for strings

Module  II

Study of basic data structures – vectors, arrays, records, stacks, queues and dqueues. – linked lists – trees, binary tree traversals – graphs – applications.  Storage management – free storage lists, reference counters, garbage collection, storage compaction, boundary tag method.

Module  III

Internal and external sorting techniques – selection, bubble, insertion, merge sorting, partition exchange sorting, heap sort.  Searching – linear and binary – hashing. -   External sorting – sorting with disks, sorting with tapes. Introduction to file structures: fields, records and files, sequential file organization – variable length records and text files, indexing structures- B tress – ISAM – hashing techniques for direct files – inverted lists – multi lists

Text Books

1.      Tremblay and Sorenson., Introduction to data structures with applications, TMH, 2nd edition.

2.      Lipschutz- Data Structures with C ( SIE) – TMH,  First edition

 References:

1.      Thomas H. Corman, Charles E. Leiserson and Ronald L. Rivest., Introduction to Algorithms.,  Prentice Hall of India., 3rd Edition

2.      Samanta – Classic Data Structures, PHI, 2nd Edition

AN Kamthane– Introduction to Data Structures in C, Pearson Education, 2005

Sartaj Sahni- Data Structures, Algorithms and Applications in C++, Univeristy Press, Computer Science, 2nd Edition

Horowitz, Sahni, Mehta- Fundamentals of Data Structures in C++ - University Press, Computer Science, 2nd Edition

Wirth., N., Algorithms + Data Structures = Programs –Prentice Hall Englewood cliffs.

Hugges. J.K., & J.I. Michtm A Structured Approach to Programming –, Prentice Hall.

11.202                  COMPUTER Organization                                             3-1-0

Module  I

Basic Structure of digital computer, functional units, basic operational concepts, bus structures, software, addressing methods and machine program sequencing, instruction formats, instruction sequencing addressing modes, assembly language, addressing modes and instructions, simple I/O programming, stacks, subroutines. Processing unit – fundamental concepts, execution of a complete instruction, sequencing of control signals

Module  II

I/O organization – Accessing of I/O devices, DMA, Interrupts, handling, I/O channels. Memory organization – basic concepts, semiconductor RAM memories, memory system considerations, semiconductor ROM memories, multiple module memories and interleaving, cache memory, Virtual memory segmentation, paging, Associative memory

Module  III

Computer peripherals – printers, plotters, scanners,  storage devices, input devices. 8085 microprocessor, architecture, instruction set, assembly language programming

Text Books

Hamachar, Vranesic &  Zaky, Computer Organization. McGraw Hill Publishing Company.5th ed, 2002.

Gaonkar., Microprocessors and interfacing., 5th edition

References:

Pal Chaudhari., Computer Organization and Design,., PHI.,

Gear, C.W., Computer Organization Programming –McGraw Hill International Student Edition.

Glenn H. Mac Even, Introduction to Computer Systems using PDP – II and Pascal McGraw Hill

Rajaraman, Radhakrishnan – Computer Organizationa dn Architecture, PHI

11.203      Object Oriented programming THROUGH C++                       2-1-0

Module I

Fundamentals of object-oriented Design : Data Abstraction, Encapsulation, classes, Inheritance and Polymorphism, class Hierarchies. C++ enhancements to C : Default Function Arguments, Placement of variable declarations, the scope resolution operation, the “Const” Qualifier, References: References as Aliases, references and pointers similarities and differences, references as function parameters, references as return values. Introduction to classes: Declaring and using classes, class members, Creation and destruction of objects, constructors and destructors- accessing data members

Module  II

Returning a reference, “Const” objects and member function., inline functions, Classes and dynamic memory allocation: New, delete operators, “this” pointer.  Static members, friends, array of class objects. Function overloading, constructor overloading, Operator overloading : Overloading unary operator, overloading binary operator, data conversion

Module  III

Inheritance and polymorphism: Derived class and base class, derived class constructors, overriding member functions, public and private inheritance, virtual functions, polymorphism, multiple inheritance, classes within classes., abstract classes, Generic functions, generic classes, exception handling, File processing – formatted – unformatted and random files. Microsoft foundation classes : Strings, data structure.

Text Books

Robert Lafore., Object Oriented Programming in Microsoft C++– Pearson Education, 4th Edition

.

References:

Balaguruswamy., Object Oriented Programming with Microsoft C++, TMH, 4th Edition

Rohit Khurana – Object Oriented Programming with C++ - Vikas, 2008

Savitch – Problem Solving with C++, Pearson Education, 6th Edition

Ravichandran.,  Object Oriented Programming in C++ , TMH, 3rd Edition

Kamthane, Object oriented Programming with ANSI and Turbo C++., Pearson Education

Venugopal, Rajkumar, Ravishankar- Mastering C++, TMH, 2010

Jana - C++ and Object Oriented Programming, PHI

Dietel, Dietel – C++, How to Program, PHI

11.204                         PRINCIPLES OF MANAGEMENT                         3-1-0

Module I

Definition of Management — Functions of Management – Fayol’s Principles of Management. - Organization - Classical theories of organization(Classical Organization Theory, Neo-Classical Theory and Systems Theory) Planning:- Nature, Scope, Objectives and Significance of Planning, Types of Planning, Process of Planning.  Mathematical Models for Planning – Deterministic and Probabilistic Models (Only Theory – No Problems). Forecasting:- Business Forecasting, Steps in Forecasting, Techniques for forecasting(Only Theory – No Problems). Decision Making:- Concept, Stages in Decision-making, Simon’s Decision Making Process, Techniques of Decision making.  Corporate Planning and strategy.

Module II

Organizing : - Definition of Organization, Organization Structure – Types of organization structure.  Formal and Informal Organization, Committees. Span of Control, Concepts of Authority and responsibility , Delegation of Authority.  Types of authority relationships, Line and staff relationship. Theories of Motivation (Maslow’s Need Hierarchy Theory, McGregor’s Theory X and Theory Y, Herzberg’s Motive-Hygiene Theory, Alderfer’s ERG Theory).  Group Dynamics, Group Behavior. Communication:- Communication Process, Importance of Communication, Channels of Communication, Flow patterns of Communication, Communication Media, Barriers to Communication.  Transactional Analysis. Control: - Definition, significance and characteristics of Control, Process of control, Kinds of control, Control techniques used for managerial control.

Module III

Staffing : - Manpower planning —its use and benefits, problems and limitations, manpower inventory, manpower forecasting, job descriptions, manpower skills analysis and practices in the Indian industry. Recruitment — job specification, selection process, psychological testing, interviewing techniques, transfer, promotion and its policies, induction placement, exit interview  and stay interview. Training and development: - objectives and policies, planning and organizing the training department; training manager and his job, on and off the job training techniques. Career planning, objectives of performance appraisal and its methods.

Text Books:

Chhabra T. N., Principles and Practice of Management., Dhanpat Rai & Co Pvt. Ltd.

Mahajan J.P., Management : Theory and Practice., Ane’s Books Pvt. Ltd.

References:

Harold Koontz ., Principles of Management., Tata Mc Graw Hill Publications.

Heinz Weihrich, Harold Koontz., Essentials for Management : An International Perspective., Tata Mc Graw Hill Publications.

Stephen P. Robbins, Mary Coulter., Management., Prentice Hall of India.

Moshal., Principles of Management., Ane’s Books Pvt. Ltd.

Maynard’s Industrial Engineering Hand Book., Mc Graw - Hill Standard Hand Books.

Ellen A. Benowitz., Cliffs Quick Review Principles of Management., Hungry Minds, Inc,New York.

11.205                         DATABASE MANAGEMENT SYSTEMS                      3-1-0    

Module I

Purpose of Database system - Advantages of DBMS over File Processing System –View of Data - Data Abstraction - Data Independence – Data models – Database languages – Database Administrator – Database users – DBMS system structure. ER model basic concepts – Attributes  and its types – Entity and Entity set – Relationship & Relationship set - Mapping Constraints – Keys – ER Diagram – Weak entity sets

Module II

Structure of Relational Database - Relational Algebra - Extended Operations - Tuple relational Calculus & Domain Relational Calculus –  Aggregate Functions- Modification of the database-Views – SQL- Triggers-Integrity Constraints - Object Oriented Database - Object Relational Database. Pitfalls in relational database design- Decompostion -  1 NF – Normalization using Functional dependency – 2 NF - 3 NF – BCNF- Multi Value Dependency & 4 NF - Join Dependency & 5 NF

Module III

Storage and File Structure - Indexing & Hashing – Transaction - Concurrency Control -  Recovery System- Parallel Database –  Distributed Database

Security issues in database- DBMS and web security – Transaction management –properties of transactions- database architecture- concurrency control- serializability – locking methods-  time stamping methods- database recovery- introduction to object oriented DBMS and distributed DBMS – emerging trends

Text Books:

Henry F. Korth and Abraham Silbershatz- Database System Concepts- 6th Edn,  McGraw Hill, 2010.

Thomas Connolly and Carolyn Begg - Database systems, 4th edition – Pearson Education, 2009

References:

Ramez Elmsri and Shakant B. Navathe- Fundamentals of Database Systems- 3rd ed., Pearson  Education. 2000.

C. J Date - An Introduction to Database Systems, 8th Edn, Pearson Education, 2006

R. Narang – Database Management System, PHI

Hansen and Hansen – Database Management and Design, 2nd edition, PHI

11.207                         DATA STRUCTURES LAB                      0-0-4

Implementation and applications of data structures like arrays of records, stack, queue, tree, linked list, graph etc  and experiments on sorting and searching should be done.

11.208                               MICROPROCESSOR LAB                  0-0-4

Programming exercises on 8085 microprocessor trainer kit. Interfacing

11.301             ALGORITHM ANALYSIS AND DESIGN                      3-1-0

Module I

Concepts in algorithm analysis – the efficiency of algorithms, average and worst – case analysis, Asymptotic notation, time and space complexity, Recurrences – substitution method, iteration method and master method., Brute Force – Selection Sort and Bubble Sort – Sequential Search and Brute-force string matching. Divide and conquer – Merge sort – Quick Sort, randomized quick sort – Binary Search – Binary tree- Traversal and Related Properties. Decrease and Conquer – Insertion Sort – Depth first Search and Breadth First Search. Transform and conquer – Presorting – Balanced Search trees – AVL Trees – Heaps and Heap sort

Module III

Advanced data structures -Red – Black trees – Height balanced trees – AVL TREES, rotations, Definition of B – trees – basic operations on B – trees, Algorithm for sets – Union and Find operations on disjoint sets. Dynamic Programming – Warshall’s and Floyd’s Algorithm – Optimal Binary Search trees – Greedy Techniques – Prim’s Algorithm – Kruskal’s Algorithm – Dijkstra’s Algorithm – Huffman trees. Shortest paths – single source shortest path algorithms, Floyd-Warshall algorithm, Topological sorting, strongly connected components.

Module III

Backtracking – nQueen’s Problem – Hamiltonian Circuit problem – Subset-Sum problem – Branch and bound – Assignment problem – Knapsack problem – Traveling salesman problem. NP completeness -Definitions and Basic concepts of NP – completeness and NP – Hendress.  Study of NP – Complete problems. Fast Fourier transform and algorithm – Lower Bound Trees

Text Books:

Thomas H. Corman, Charles E. Leiserson and Ronald L. Rivest., Introduction to Algorithms., 3rd Eed., Prentice Hall of India, 2006.

References:

A.V Aho, J.E. Hopcroft and J.D. Ullman, Design & Analysis of Computer Algorithms, 1 edn, Peason Edn.

Gilles Brassard and Paul Bratley , Fundamentals of Algorithms –, Prentice Hall of India.1996.

Kleinberg and Tardos , “Algorithm Design”, Peason Education, 1st edn, 2009

Gupta, Agarwal, Varshney – Design and Analysis of Algorithms, PHI

11.302             SOFTWARE ENGINEERING                              3-1-0

Module I

Introduction to software engineering, scope of software engineering – historical aspects, economic aspects, maintenance aspects, specification and design aspects, team programming aspects.  Software engineering a layered technology – processes, methods and tools.  Software process models – prototyping models, incremental models, spiral model, waterfall model.  Capability maturity model (CMM), ISO 9000.  Phases in Software development – requirement analysis.  Planning phase – project planning objective, software scope, empirical estimation, models, COCOMO, single variable model, staffing and personal planning.

Module II

Risk management – risks, identification, risk projection, project planning and risk management.  Software configuration management – configuration, identification, configuration control, software configuration management plans.  Design phase – design objective, principles, data flow analysis, topdown, bottom up strategies, design methodology.  Coding – programming practice, verification, size measures, complexity analysis, coding standards.  Testing – fundamentals, white box testing, control structure testing, black box testing, basis path testing, Levels of testing- unit, integration, system and acceptance testing.  Maintenance phase – management of maintenance.

Module III 

Dependability - critical systems - availability and reliability - safety - security - critical systems specifications - critical system development - verification and validation - planning - software inspection - automated static analysis - clean room software development - software testing - defect testing - integration testing - object-oriented testing - testing workbenches - critical system validation - software evolution - legacy systems - software change - software maintenance - architectural evolution - software re-engineering - data re-engineering

Text books:

R. S. Pressman, “Software Engineering – A practitioner’s approach”, 6th ed., McGraw Hill, 2008.

References:

Ian Sommerville, Software Engineering, 7/e, Pearson EducationAsiaEd.

Gahezzi et. al.,  FUNDAMENTALS OF SOFTWARE ENGINEERING, 2 Edition, PHI, 2009

Jalote P., An Integrated Approach to Software Engineering, 3rd Edn, Springer, 2009

RajivMall– Fundamentals of Software Engineering, PHI

11.303       NUMERICAL  ANALYSIS  &  OPTIMIZATION  TECHNIQUES   3-1-0

Module I

Errors In Numerical Calculations Types Of Errors-Significant Digits-Programming Errors-Numerical Solution Of Non Linear Equations-Bisection Method-Regula Falsi Method-Newton Raphson Method –Fixed Point Method Of Iteration – Rates Of Convergence Of These Methods-Solutions Of Algebraic Equations-Guass Elimination Method-Relaxation Method-Gauss Seidel Iteration Method-Gauss Jordan Method-Polynomial Interpolation – Lagrange’s Interpolation Polynomial-Divided Differences-Newton’s Divided Difference Interpolation-finite Differences-Operators       Δ ,            , e, δ Gregory-Newton Forward And Backward Difference Interpolation Polynomials-Central Differences.

Module II

Mathematical Formulation Of Linear Programming problem-Formulation Of LPP-Graphical Solution Of LPP – Canonical And Standard Form Of LPP-Simplex Method-Big M Method- Two Phase Method-Principle Of duality-Dual Simplex Method.

Module III

Transportation Problem-Initial Basic Feasible Solution-North West Corner Rule-Vogel’s  Approximation Method –Tests For Optimality-Unbalanced Transportation Problem-Assignment Problem-Travelling Salesman Problem-Network Scheduling-Rules Of Network Construction – Critical Path Method-PERT.

Text Books:

Sastry S.S., Numerical Analysis, Prentice-Hall India (module I), 4th edition

Kanthi Swarup, P.K.Gupta,Man Mohan, Operations research , Sultan Chand & Sons.(module II), 5th edition

Reference books:-

R Panneerselvam – Operations research, 2nd edition, PHI

Froberg, Introduction to Numerical Analysis-Second Edition , Addition Wesley

Erwin Kreyszig, Advanced Engineering Mathematics, New Age International (p) Limited

Gerald and Wheatley , Applied Numerical Analysis, Pearson EducationAsia, Sixth Edition

S .S Rao, Optimization Theory and Applications, Wiley Eastern

Grawin W. W , Introduction of Linear Programming , McGraw Hill

Kalyamoy Deb – Optimization for engineering design, algorithms and examples, PHI

Q S Ahamed, Z Khan, S A Khan- Numerical and Statistical Techniques, Ane’s Books 2009

B N Mishra, B K Mishra, Optimization Linear Programming, Ane’s Books,2009

11.304                                      Operating System                                        3-1-0

Module I 

Introduction : Basic concepts - terminology - types of OS -  batch processing  - multiprogramming - time sharing - real time  system  - Protection  -  different  classes  of  computers  -  functions   and components  of an operating system - OS structure  -  Multiprocessor system - distributed system.  Operating system services. Information management : File concepts file support - file system  - directory  structure - gaining access to files - basic  file  system calls - sharing and security - operation on files - file  protection - allocation methods - implementation issues.

Module II 

Processor  management : CPU scheduling - Review of  Multiprogramming concepts - scheduling concepts  -   scheduling   algorithm - Multiprocessor  scheduling , Concurrent process - precedence  graph - hierarchy  of process - The critical section problem - Semaphores  - process   coordination  -  Synchronization -   concurrent  languages  -   Memory management : Preliminaries - Memory architecture evolution  - Resident monitor -  Swapping  -  fixed partitions  - variable partitions - paging - segmentation -  combined system  - virtual memory concepts - overlay - demand paging  -  page replacement  - space allocation policies - segmented paging 

Module III

Device  management  : Physical characteristics – FCFS, SST ,   C- SCAN  selecting  a  disk  scheduling  algorithm  -  sector  queuing.   I/O  scheduling  policies - terminal I/O handling - channels and  control  units - virtual devices. Dead  locks  :  The dead  lock  problem  characteristics  prevention  avoidance  -  detection  -  Recovery  from  dead   lock  -  combined  approach to dead lock handling. Protection : Goals of protection - Mechanisms and policies -  domain of  protection  -  access matrix  and  its  implementation.  -  security.  Case  study : UNIX.

Text Books :

          1.  A. Silberchats. et.al.,  Operating  System  Concepts- Windows XP Updation,6th ed.,  A John Wiley .2003

          .

References :

1.Hanson, P.B., Operating System Principle, Ane’s publication.

Dhamdhare – Operating System, A Concept based approach- 2nd edition, TMH

Tanenbaum – Modern Operating System - PHI

Deitel. H.M., Operating system principles, Pearson Education

Bhatt – Introduction to Operating Systems, concepts and practice, 2nd edition, PHI

11.305                         JAVA PROGRAMMING                                              2-1-0

Module I

The Java Revolution: Java applets, Java features, Byte codes, Internet classes. Review of object-oriented fundamentals: Object-oriented programming, encapsulation, inheritance, polymorphism, Object summary, Java genesis, global variables, pointers, memory allocation, data types, type casting, unsafe arguments lists, header files, unsafe structures, preprocessor Java language introduction: Java keywords, lexical issues, comments, reserved keywords, identifiers, literals, operators, separators, variables, declaring a variable, scope and lifetime of variables Data types: Numeric types, integers, floating point numbers, casting characters, Boolean, simple type, arrays, multi dimensional arrays.

Module II

Operators: Arithmetic operators, bit wise operators, relational operators, precedence, operator overloading. Flow control, branching, if-else, break, switch, looping, while, do-while, for, continue, exceptions, etc. Classes: The general form of a class, object references, instance variables, the  new operator, the dot operator, method declaration, method calling, this, instance variable hiding, constructors, overloading, methods, overloading constructors,  inheritance, super classes, creating multilevel hierarchy, method overloading,  dynamic method dispatch, final, finalize, static, abstract, etc.  Packages and interface: Defining a package, compiling classes in packages, importing packages, access protection, Interfaces: defining an interface, . implementing interfaces, applying interfaces, variables in interfaces.  String handling: Special string operations, character extraction, string , comparison, searching strings, modifying a string, string buffer, different string methods. Exception handling: Fundamentals, exception types, uncaught exceptions, try , and catch, multiple catch clauses, nested try statements, throws, exception sub  classes , Boolean logic operators, Short circuit logical operators. Multithreaded Programming: Thread basics, creating and running a thread, the thread life cycle, thread priorities, advanced threading, synchronization, , messaging, inter thread  communications, priorities and scheduling, daemon/p> 

threads.

Module III

Standard Java packages: Type wrapper classes, multithreading support classes, vector, stack, bit set, interface observer, stream tokenizer, GUI classes, Java I/O , classes and interfaces, file, the stream classes, filtered streams, buffer streams, , random access file Client/Server models, sockets, Internet addressing, Inet address, TCP/IP client sockets, URL connection. , Applets: The Applet class, applet architecture, applet display methods,  repainting, handling events, HTML Applet tag, passing parameters to applets, applet context. Abstract window toolkit: Window fundamentals, container class, frame windows,  creating a frame window in an applet, displaying information within a window, graphics drawing lines, rectangles, polygons, ellipses and circles, arcs, working , with color. Imaging: Creating, Loading and displaying images, Image observer interface, media tracker, Memory image source, pixel grabber, Image filter.

Text Book:

Patrick Naughton and Herbert Schildt- The Complete Reference, Java2  TMH, 5th edition

Balagurusamy- Programming with Java- TMH, 4th Edition

Reference Books:

Java Programming – Black Book – Dreamtech Press

Andrew Cobley, The Complete Guide to Java, , Comdex

H. M. Dietel & P. J. Deitel, Java: How to program, PHI

Somasundaram,K., Programming in Java 2, Jaico Pub.,

Buyya- Object Oriented Programming with Java- TMH, 2009

Jana – Java and Object Oriented Programming, PHI

11.307                         OBJECT ORIENTED PROGRAMMING LAB  0-04

C++ language

            Experiments to implement function overloading, operator overloading, constructor overloading, multiple inheritance, multilevel inheritance, friend functions, virtual functions, templates, streams etc should be done

Java Language

            Experiments to implement packages, interfaces, multithreading, streams, AWT, applets, TCP and UDP sockets, database connectivity etc should be done

11.308                         DATABASE LABORATORY                               0-0-4

1. Creation, altering and dropping of tables and inserting rows into a table (use constraints while creating tables) examples using SELECT command.

2. Queries (along with sub Queries) using ANY, ALL, IN, EXISTS, NOTEXISTS, UNION,INTERSET,Constraints.     Example:- Select the roll number and name of         the student who secured fourth rank in the class

3. Queries using Aggregate functions (COUNT, SUM, AVG, MAX and MIN), GROUP BY, HAVING and Creation and dropping of Views.

4. Queries using Conversion functions (to_char, to_number and to_date), string functions (Concatenation, lpad, rpad, ltrim, rtrim, lower, upper, initcap, length,    substr and instr), date functions (Sysdate, next_day, add_months, last_day,  months_between, least, greatest, trunc, round, to_char, to_date)

5. i)Creation of simple PL/SQL program which includes declaration section,    executable section and exception –Handling section (Ex. Student marks can be    selected from the table and printed for those who secured first class and an    exception can be raised if no records were found)

    ii)Insert data into student table and use COMMIT, ROLLBACK and SAVEPOINT      in   PL/SQL block.

6. Develop a program that includes the features NESTED IF, CASE and CASE    expression. The program can be extended using the NULLIF and COALESCE    functions.

7. Program development using WHILE LOOPS, numeric FOR LOOPS, nested loops    using ERROR Handling, BUILT –IN Exceptions, USE defined Exceptions,    RAISE- APPLICATION ERROR.

8. Programs development using creation of procedures, passing parameters IN and    OUT of PROCEDURES.

9. Program development using creation of stored functions, invoke functions in SQL    Statements and write complex functions.

10. Program development using creation of package specification, package bodies,      private objects, package variables and cursors and calling stored packages.

11. Develop programs using features parameters in a CURSOR, FOR UPDATE      CURSOR, WHERE CURRENT of clause and CURSOR variables.

12. Develop Programs using BEFORE and AFTER Triggers, Row and Statement      Triggers and INSTEAD OF Triggers

Text  Books:

1. ORACLE PL/SQL by example. Benjamin Rosenzweig, Elena Silvestrova, Pearson    Education 3rd Edition

2. ORACLE DATA BASE LOG PL/SQL Programming SCOTT URMAN, Tata Mc-    Graw Hill.

3. SQL & PL/SQL for Oracle 10g, Black Book, Dr.P.S. Deshpande

11.401                           COMPUTER  GRAPHICS                             3 – 1 – 0

Module I 

Basic  concepts in Computer  Graphics - Types of Graphic  Devices  -  Interactive  Graphic  inputs - Basic  Raster Scan  Graphics  -  Line  Drawing Algorithms - Circle Generation Algorithms - Scan  Conversion  - frame buffers - solid area scan conversion - polygon filling.

Module II  

Two dimensional transformations - Homogeneous  coordinate systems  -  matrix  formulation and concatenation of transformations -  Windowing  concepts - two dimensional clipping.

Module III 

Introduction  to graphics in three dimension - plane  projections  -  vanishing  points  - specification of a 3D view  -  introduction  to  Bezier  curves,  B-Splines  and surfaces -  3D  transformations  and  clipping  -  hidden  line  elimination - shading  -  Graphical  User  Interfaces.  Introduction to multimedia systems.

Text Books :

Donald Hearn and M. Pauline Baker., Computer Graphics – C Version.,       Pearson Education,, 2nd edition

References :

Sinha, Udai – Computer Graphics – TMH, 2010

David F. Rogers, Procedural Elements for Computer Graphics –McGraw Hill

Johm F. Kodgel Buford,  Multimedia systems  ,  Pearson Education/Addison Wesley.

Tay Vaughan, Multimedia making it works, 6th ed., TMH, 2004

William M.  Newman and Robert F. Sproull. Principles of Interactive Computer Graphics, McGraw Hill

Desai – Computer Graphis, PHI

11.402                         COMPUTER NETWORKS                                               3-1-0

Module I

Basics of communication systems, Information theory, coding of text, audio, image and video, digital modulation techniques, issues in communication system design, PSTN, issues in computer networking, OSI model, Physical layer transmission media, switching, error detection and correction, framing, flow and error control in data link layer, HDLC, PPP.

Module II

Multiple access techniques, channelization, wired LAN standards-IEEE 802.2, IEEE802.3, IEEE802.4, IEEE802.5, IEEE802.12, FDDI, Fast and Gigabit Ethernet, Connecting devices for LAN, Wireless LAN, IEEE802.11, WAN, issues in WAN, X.25 standard, SONET, SDH, ATM

Module III

Logical addressing in network layer, Internet protocol, address mapping, error reporting, delivery, forwarding and routing, process to process delivery protocols- TCP, UDP, SCTP, Congestion control and QoS, Presentation Layer features - character encodings, XDR and MIME, Application Layer protocols – DNS, Telnet, FTP,SMTP, HTTP, VoIP.

Text Book:

K.V. Prasad, “Principles of Digital Communication Systems and Computer Networks”, Dreamtech Press.

Behrouz A. Forouzan, “Data Communications and Networking”, McGraw Hill Higher Education.

Russell Bradford, “The Art of Computer Networking”, Pearson Education Limited.

Reference:

Larry L. Peterson and Bruce S. Davie, “Computer Networks – A Systems Approach”, The Morgan Kaufmann publishers.

Michael Duck and Richard Read, “Data Communications and Computer Networks - For Computer Scientists and Engineers”, Pearson Education Limited.

Gupta,- Data Communication and Computer Networks, PHI

11.403             OBJECT ORIENTED ANALYSIS AND DESIGN                     2-1-0

Module I

Introduction: Requirements determination – requirements specifications – feasibility analysis – final specifications – hardware and software study – system design – system implementation –System evaluation – system modification. Role of systems analyst – attributes of a systems analyst – tools used in system analysis. Feasibility analysis: Deciding project goals – examining alternative solutions – cost – benefit analysis –quantifications of costs and benefits – payback period – system proposal preparation for managements – parts and documentation of a proposal – tools for prototype creation. Tools for systems analysts: Data flow diagrams – case study for use of DFD, good conventions – leveling of DFDs –leveling rules – logical and physical DFDs – software tools to create DFDs

Module II

Structured systems analysis and design: Procedure specifications in structured English – examples and cases – decision tables for complex logical specifications – specification oriented design vs procedure oriented design. Data oriented systems design: Entity relationship model – E-R diagrams – relationships cardinality and participation –normalizing relations – various normal forms and their need – some examples of relational data base design. Data input methods: Coding techniques – requirements of coding schemes – error detection of codes –validating input data – input data controls interactive data input.  Designing outputs: Output devices – designing output reports – screen design – graphical user interfaces – interactive I/O on terminals.

Module III

Object oriented systems modeling:. Methodologies-Patterns-Frameworks-The unified approach-Unified Modeling Language-Static and Dynamic models –UML diagrams-UML class diagrams, use case diagram –UML dynamic modeling- Packages and model organization-UML Extensibility-UML meta-models. Object Analysis: Classification-Approaches for identifying classes-Noun phrase approach-Common class patterns approach-Use-case driven approach- Classes, Responsibilities, and collaborators – Naming classes-Identifying Object Relationships, Attributes and Methods-Association. Object oriented design axioms and corollaries- designing classes, methods and protocols- Access layer: Object storage and object interoperability-DBMS concepts-Logical and physical database organization –Distributed database organization-OODBMS – Multi database systems- Designing access layer. View Layer: Designing Interface Objects- User interface design as a creative process – Designing view layer classes- Macro level process-Micro level process- Prototyping the user interface

Text Books

Ali Bahrami, “Object Oriented System Development”, McGraw Hill, 2008

Reference

James A. Senn, Analysis and Design of Information Systems, Second edition, McGraw Hill International Edition,

Hoffer, George, Valacich – Modern System Analysis and Design – Pearson Education, 3rd Edition 2009

Stephen Schach, Object-Oriented and Classical Software Engineering, McGrawHill,2008

Grady Booch, James Rumbaugh, Ivar Jacobson, - “The Unified Modeling Language User Guide” – Peason Edn, 2008.

Simon Bennett,Steve McRobb,Ray Farmer, Object-Oriented Information Systems Analysis and Design Using UML, , McGrawHill

“UML In an Instant” Thomas A. Pender Wiley – Dreamtech India Pvt. Ltd. 2002

11.404.1                      SOFTWARE PROJECT MANAGEMENT                     3-1-0

Module I

Product:  The evolving role of software-an industry perspective-aging software plant- software competitiveness. Software - characteristics-components-application-crisis on the horizon-software myths. Process: Process-methods-tools-a generic view of software Engineering-software process models-linear sequential model-proto typing model- RAD model- incremental, spiral, component, assembly and concurrent development models. Project Management concept: People – Product-Process-Project

Module II

Software process and project metrics:  - Measures- Metrics and indicators- Software measurements-metrics for software quality- integrating metrics within the software process. Software project planning: Planning objectives - software scope-resources-software project estimation-Decomposition Techniques –Empirical estimation models- COCOMO model-automated estimation tools. Risk management: software risks-risk identification-risk projection-risk mitigation, monitoring and management-safety risks and hazards-RMMM plan.

Module III

Project scheduling and tracking: Basic concepts-relation between people and effort-defining task set for the software project-selecting software engineering task-refinement of major task-defining a task network-scheduling-project plan. Software quality assurance-quality concepts-software reviews-formal technical review-Formal approaches to SQA- software reliability-SQA plan-the ISO 9000 quality standards. Software configuration management: baselines-software configuration item-the SCM process-identification of objects in software configuration-version control-change control-configuration audit-status reporting-SCM standards.

Text Book:

Walker Royce, Software Project management: A unified framework , Pearson Education, 3rd edition

References:

Pankaj Jalote., Software Project management in practice, Pearson Education, 2002

Kelkar,S.A., Software Project management: A concise study, PHI

Mike Cottorell and Bob Hughes , Software Project management –

Sommerville I , Software engineering ,  Pearson Education

Pressman ,R.S., Software Engineering, McGraw Hill International

11.404.2                      MANAGEMENT INFORMATION SYSTEMS  3-1-0

Module I

Introduction to information systems – system life cycle – Role of system analyst – tools for system analysis and design and data collection.  System flow charts – decision tables, HIPO, Sampling. 

Survey & feasibility study – technical feasibility cost - benefit analysis – feasibility report.

Module II

Information Revolution, fourth critical resources.  Application other than number crunching management involvement in setting information system strategy.  Islands of computation – components of management information system.  Important characteristics.  Hardware requirements for MIS.  Guideline for hardware and software organizational changes – problems of behavior.

Module III

Importance of RDMS concepts – different information system model :- Transaction processing systems, factors for designing TPS – case studies from manufacturing firm, Service sector etc. – Decision support system, Types of decision support system – Design of integrated system – typical examples – economics of information – cost of information – calculation of value of information cost.  Benefit analysis – examples charging of computer services.

References :

  1.   Management information system by James Emery Oxford University Press 1987

  2.   Management information system by Jerome Kanmter PHI  Pvt. Ltd, New Delhi.

  3.   The analysis, design and Implementation of Information systems by

        Henry C. Lucas Jr.  Fourth edition Mc Graw Hill International.

11.404.3                      WEB TECHNOLOGY                                3-1-0

Module I

Internet: Introduction, Internet Protocols, Internet Applications and Application Protocols – HTML: Introduction, SGML, HTML Tags - JavaScript: Introduction, Language Elements, Objects, Methods, Properties, Event Handling – DHTML: Cascading Style Sheets, Document Object Model

Module II

XML : The Fundamental of XML, Validating XML with DTD, Creating XML-Schemas, The X-FILE, XSL, XLINK, XPATH, XPOINTER, Namespaces, Applications – SOAP : The SOAP model- SOAP messages – SOAP encoding – WSDL : WSDL Structure – Interface – Definitions – Bindings – Services – Using SOAP and WSDL -  UDDI : About UDDI – UDDI registry – Specification – Core data structures – Accessing UDDI

Module III

CORBA -  Distributed Systems – Purpose – Exploring CORBA  alternatives – Architecture overview – CORBA  and Networking Model – CORBA Object Model – IDL – ORB – COM – Datatypes – interfaces – Proxy and Stub – marshalling – implementing Server/Client – Interfacing Pointers – Object Creation, Invocation, Destruction – DCOM

Reference Books:

N.P. Gopalan, J. Akilandeswari, “Web Technology – A Developer’s Perspective”, PHI. (Module – I)

Ron Schmelzer et al., “XML and Web Services Unleashed” Sams, Second Impression – 2009. (Module – II)

Jason Pritchard, “COM and CORBA Side by Side”, Addison Wesley, 2000. (Module – III)

Robert Orfali, Dan Harkey and Jeri Edwards, “The Essential Client/Server Survival Guide”, Galgotia Publications Pvt. Ltd., 2002. (Module – III)

  .

11.404.4                      SOFTWARE TESTING                              3-1-0

Module I

Need for Testing—Psychology of testing—Testing economics—white box testing , Black box testing, Grey box Testing—Retesting regression Testing—Verification and Validation Testing Strategies—Levels of Testing—Unit, Integration ,System Testing, Acceptance Testing. Test case Design—Statement Coverage—Branch Coverage—Condition Coverage—Decision / Condition Coverage—Multiple Condition Coverage—Data Flow Coverage—Mutation Testing

Module II

Test Case Designs. Boundary Value analysis—Equivalence Partitioning—Cause Effect Graphing, Error Guessing, Logic Based Testing. Special Topics: Syntax testing—Finite State Testing Logic Based Testing Domain Test Planning—Test Plan Documentation—Test Estimation—Test Schedule —Test monitoring and Control—standards for Testing

Module III

Introduction of Object Oriented Testing—Automated Tools for Testing—Tool Selection and Implementation—Test case generators—GUI Testing—Testing Web enabled Application.

Text Books

Glenford J.Myers,” The Art of Software Testing” John Wesley & Sons, 2 edn. 2004.

Boris Beizer, “Software Testing Technologies” 1st edition Dreamtech 2000.

REFERENCE BOOKS 

Roger S.Pressman,” Software Engineering, A practitioners approach” 6th edition, Mc Graw Hill

William E.Lewis,” Software Testing and continuous quality improvement “Auerbach

11.405.1              System Programming               3-1-0

Module I

Evolution of Components of a programming system, assemblers, loaders, macros, compilers,  assemblers- general design procedure, data structures- algorithm

Macro language and macro processor, macro instructions- arguments, conditional expansion, nested macro calls, two pass and single pass algorithms.

Module II

Loaders, loader schemes, absolute, relocating, direct inking loaders, design, databases, algorithms, Linkers, Linkage editors

Module III

Introduction to compilers, phases of compilation, Lexical analysis- Finite state machines- regular expressions, context free grammar, Applications of Finite state machines and grammars in compiler design

Text Book

Donovan – Systems Programming, TMH, 2010

Reference:

Dhamdhere – Systems Programming and Operating System, TMH, 2010

Leland L Beck- System Software , Pearson Education

11.405.2              PRINCIPLES OF COMPILER DESIGN                   3-1-0

Module I

Introduction to compilers and interpreters – Overview of compilation, Issues in compilation – structure of a compiler – compiler writing tools – bootstrapping – notations and concepts for languages and grammars – regular expressions – context free grammar, derivations and parse trees, BNF notations.  Context of a lexical analyzer – construction of lexical analyzer, deterministic and non deterministic finite automata.

Module II

Compile time error handling, error detection, reporting, recovery and repair.  Basic parsing techniques – Top down parsing – recursive descent parser, predictive parser simple LL(1) grammar.  Bottom up parsers, operator precedence parser, LR grammar, LR(0), SLR(1), LALR(1) parsers.

Module III

Syntax directed translation schemes, intermediate codes, translation of assignments, translation of array reference, Boolean expressions, case statements, back patching, code optimization, loop optimization and global optimization, sources of sample code generation.

Text books:

Alfred V Aho and Jeffery D Ullman , “Principles of Compiler Design - Techniques and Tools”, Peason Edn, 2nd edn, 2009

References:

V Raghavan- Principles of Compiler Design – TMH, 2010

Jean Paul Tremblay and Sorenson.,  The Theory and Practice of Compiler Writing McGraw Hill

11.405.3                      THEORY OF COMPUTATION                            3-1-0

Module I

Introduction to theory of computation, Finite state automata – description of finite automata, Properties of transition functions, Designing finite automata, NFA, 2 way finite automata, equivalence of NFA and DFA, Mealy and Moor machine, finite automata with epsilon moves, Regular sets and regular grammars, regular expressions, pumping lemma for regular languages, closure properties of regular sets and regular grammars, Application of finite automata, Decision algorithms for regular sets, Minimization of FSA.

Module II

Chomsky classification of languages,  CFGs, Derivation trees, ambiguity, simplification of CFLs, normal forms of CFGs, pumping lemma for CFGs, decision algorithms for CFGs, designing CFGs, PDA – formal definition, examples of PDA, equivalence with CFGs, PDA and CFG,

Module III

Turing machines basics and formal definition, Language acceptability by TM, examples of TM, variants of TMs – multitape TM, NDTM, Universal Turing Machine, offline TMs, Equivalence of single tape and multitape TMs, recursive and recursively enumerable languages, decidable and undecidable problems – examples, halting problem, reducibility.

Text Books :

Hopcroft and Ullman., Introduction to Automata Theory, Languages and Computation. 2nd ed., Pearson Education,

John Martin, Introduction to Languages and the Theory of Computation, Tata McGraw Hill

  References:

Mishra and Chandrasekaran, Theory of Computer Science: automata, Languages and Computation,

 Peter Linz., Introduction to Formal Languages and Automata Theory, Narosa Publishing., 1997.

11.405.4                       COMPUTER HARDWARE DESIGN                 3-1-0

Module 

Arithmetic algorithms: Algorithms for addition and subtraction of binary and BCD number – algorithms for multiplication and division of binary and BCD numbers – array multiplier – booth’s multiplication algorithm – restoring and nonrestoring division – algorithms for floating point addition, subtraction, multiplication and division.

Module II 

Processor Logic Design: Register transfer logic – interregister transfer – arithmetic, logic and shift microoperations – conditional control statements – processor organization – design of arithmetic unit, logic unit, arithmetic logic unit and shifter – status register – processor unit – design of accumulator.

Module III 

Control Logic Design: Control organization – design of hardwired control – control of processor unit – PLA control – microprogrammed control – microinstructions – horizontal and vertical micro instructions – nanomemory and nanoinstructions – microprogram sequencer – microprogrammed CPU organization

Text Books:

1. Digital Logic and Computer Design – M. Morris Mano, PHI, 4th edition.

2. Computer System Architecture – M. Morris Mano, PHI., 3rd edition

Reference Books:

1. Computer Architecture and Organization – H.P. Hayes, McGraw Hill

2. Computer Organization and Design – P. Pal Chaudhuri, PHI

3. Computer Organization and Architecture –W. Stallings, Prentice Hall.

.

11.407             COMPUTER GRAPHICS LABORATORY                    0-0-4

Topics covered in the subject 11.401 should be given as experiments

Line drawing algorithms, circle drawing, 2d and 3d transformations, polygons, hatching, filling, animations, 3d graphics

11.408                         WEB APPLICATIONS LABORATORY             0-0-4

Students have to do experiments based on Internet technologies. Principles of Database Management and E-commerce and Security.

Experiments like the flowing should be done in this lab

Implement Web applications using, HTML and JSP/PHP and deploy.

Test the application on an Application Server.

Debug Web applications locally and remotely.         

Developing applications in a team environment.

Retrieval of data from database using SQL and exchange information in XML format.

11.501                                     INTERNET TECHNOLOGY                                3-1-0

Module I

Telephony over IP: transporting voice, fax, video over packet network – encoding media streams – H.323 protocol, Optimizing and enhancing H.323, Conferencing with H.323, Directories and numbering, H.323 security - Overview of a simple SIP call, Call-handling services with SIP, SIP security, SIP and H.323 - Media Gateway to Media Controller Protocol

Module II

Video over IP: Overview of Video Transport, Video and Audio Compression, Video into IP Packets, Streaming System Architecture, Streaming Applications, Technologies for Streaming, Multicasting, Videoconferencing Over IP, Delivering Television to Consumers, Video File Transfer, Podcasting, P2P, Internet Video.

Module III

Evolution to Wireless IP, Wide-Area Wireless IP Connectivity with the General Packet Radio Service, 3G Networks and Standards, UTRAN Evolution to an All-IP Architecture 4G IP-Based Mobile Networks, Radio Access Control in Wireless IP Networks, Mobile IP, Security in Wireless Networks.

Text Book:

Olivier Hersent, Jean Pierre Petit, David Gurle, “IP Telephony Deploying Voice-over-IP Protocols”, John Wiley & Sons.

Wes Simpson, “Video Over IP IPTV, Internet Video, H.264, P2P, Web TV, and Streaming: A Complete Guide to Understanding the Technology”, Elsevier Inc.

3.      Sudhir Dixit, Ramjee Prasad, “Wireless IP and Building the Mobile Internet”, The Artech House.

Reference:

K. Daniel Wong, “Wireless Internet Telecommunications”, The Artech House.

Mario Freire, Manuela Pereira, “Encyclopedia of Internet Technologies and Applications”, Information Science Reference.

Poikselka, Mayer, Khartabil, Niemi, “The IMS IP Multimedia Concepts and Services in theMobileDomain”, Wiley

11.502             DATA MINING AND WAREHOUSING                        2-1-0

.

Module I

Introduction: Data mining Introduction. Data mining on what kind of data- Data mining Functionalities –Classification of Data mining systems – Issues in Data mining – Data Preprocessing. Introduction to Data Warehouse & OLAP – Data Warehousing –Multidimensional data models –data ware house architectures – Implementation - Data Warehousing to Datamining- Data Cube Computation Methods- Attribute Oriented Induction  Datamining primitives – Datamining query languages – Frequent Itemset Mining Methods - Association Rules used in Datamining – Correlation Analysis – Constraint based association mining -KDD process 

Module II

Classification & prediction:  Issues -   Bayesian Classification,  – Decision Tree Induction– Rule Based Classification -Neural Networks –SVM –- Genetic Algorithms – Fuzzy Set & Rough Set Approaches. Prediction Methods – Linear regression – Non-Linear regression - Accuracy & Error Measures – Ensemble Methods. Cluster Analysis: Types of data in Cluster Analysis - Clustering Methods: Partitioning Methods - Hierarchical Methods – Density based Methods – Grid Based Methods – Model Based Clustering High Dimensional Data – Constraint based Cluster Analysis – Outlier Analysis .

Module III

Mining Stream, Time-series & Sequence Data: Mining Data Streams – Mining Time-Series Data – Mining Sequence Patterns in Transactional Databases – Graph Mining – Social Network Analysis – Multirelational Data Mining, - Multidimensional Analysis & Descriptive Mining of complex data objects – Spatial Data Mining – Text mining – Text Data Analysis & Information Retrieval – Text retrieval methods – Text Indexing Techniques – Query Processing Techniques – Text Mining Approaches – Web Mining

Text Books:

Jiawei Han & Micheline Kamber - Data Mining Concepts & Techniques –- 2ed – Elsevier

Reference:

Anahory and Murray – Data Warehousing in the real world – Pearson education

W H Inmon – Building the Data Warehouse – John Wiley & Sons

George M Marakas – Modern Data Warehousing , Mining & Visualization – PEE

Margaret H Dunham – Data Mining : Introductory & Advanced Topics – Core Concepts – PEE

George M Marakas – Decision Support Systems in the 21st Century – PEE

Data mining with SQL – Technical Reference Manual.

Pang- Ning Tan, Michael Steinbach, Vipin Kumar - Introduction to Data

Mining – PEE

Berson, Smith – Data Warehousing, Data Mining & OLAP – TMH, 2004

Hand – Principles of Data Mining, PHI

11.503                                     ARTIFICIAL INTELLIGNECE               3-1-0

Module 1

Introduction to artificial intelligence – architecture of artificial intelligence system.  Problem Solving :- problems and problem spaces, problem definition – production system – control strategies – search strategies – problem characteristics – production system characteristics.

Problem solving Methods :- Forward, backward reasoning, problem graphs – matching Heuristic functions – weak methods – measure of performance and analysis of search algorithm. Game Playing :- Min max search procedure – Alpha – Beta cut offs.

Module II

Knowledge Representation :- Representation using predicate logic, introduction to predicate calculus – Resolution – Resolution in propositional and predicate logic – uniform algorithm – Question – Answering.  Natural deduction.  Knowledge representation using other logic.  Structure representation of knowledge.

Planning :- Natural language understanding – perception learning – Introduction to AI languages.

Module III

An overview of expert systems.  Type of expert systems, their components and architecture.  Knowledge acquisition, inter knowledge – Heuristics – Knowledge representation – production based system, frame based system.

Inference :- backward chaining, forward chaining, rule value approach, Fuzzy reasoning – certainty factors – Constructing an expert system – Languages and tools – Typical expert system examples.

Text books:

Elaene Rich and Kevin Knight – Artificial Intelligence – Mc Graw Hill, 3rd edn, 2008

References:

Stuart Russel and Peter Norvig., Artificial Intelligence a Modern Approach, 2nd ed., Pearson Education 2003.

      Luger.,  Artificial Intelligence 5th ed., Pearson Education, 2005

      Paterson, “Artificial Intelligence & Expert systems”, PHI, 2009

   Akerkar – Introduction to Artificial Intelligence, PHI

     Pattersen – Introduction to Artificial Intelligence and Expert Systems, PHI

11.504.1                                  BIOINFORMATICS                        3-1-0

Module I

Bioinformatics and Computational Biology, Nature & Scope of Bioinformatics. The central dogma of molecular biology and bio-sequences associated with it, RNA classification – coding and non coding RNA- mRNA, tRNA, miRNAand sRNA ,RNAi

Bio-sequence file formats; Bio-databases –primary, secondary and treasury. DNA, RNA and protein databases. Data base searches – text based and sequence based; Sequence-based Database Searches: what are sequence-based database searches, BLAST and FASTA algorithms, Various versions of basic BLAST and FASTA, Use of these methods for sequence analysis including the on-line use of the tools and interpretation of results.

Module II

Sequence alignment – local/global, pairwise/multiple, sequence alignment, scoring methods.  Needleman and Wunsch algorithm, global and local alignments.

Protein and RNA structure prediction, polypeptic composition, secondary and tertiary structure, algorithms for modeling RNA and protein folding, structure prediction, proteomics, protein classification, experimental techniques, ligand screening, post-translational modification prediction, Scoring matrices: basic concept of a scoring matrix, Matrices for nucleic acid and proteins sequences, PAM and BLOSUM series, principles based on which these matrices are derived. Differences between distance & similarity matrix, 

Module III

Functional genomics: application of sequence based and structure-based approaches to assignment of gene functions - e.g. sequence comparison, structure analysis (especially active sites, binding sites) and comparison, pattern identification, etc. Use of various derived databases in function assignment, use of SNPs for identification of genetic traits.

DNA microarray: understanding of microarray data and correlation of gene expression data to biological processes and computational analysis tools (especially clustering approaches).

References

D. E. Krane and M. L. Raymer, Fundamental Concepts of Bioinformatics, Pearson Education, 2003.

Shuba, Rhys Price, Paul Thymann and Anne Haake, “ Bioinformatics”, TMH, 2010

Andreas  Baxevanisand Francis Ouellette, “Bioinformatics- A practical guide to the Analysis of GeneS and proteins”, Wiley India, 2010

Jean-Michel and Cedric Notredam, “Bioinformatics – Abegeners guide”, Wiley India, 2010

Rastogi et. al. Bioinformatics: Methods and Applications Genomics, Proteomics and Drug Discovery, PHI

Neil C Johnes, “An Introduction to Bioinformatics Algorithms”, Ane Publishers, 2008

11.504.2                      SOFT COMPUTING                                   3-1-0

Module I 

Introduction to Soft Computing: History - The need for tolerance for imprecision, uncertainty, approximate reasoning etc for low cost solutions; Biological motivation in soft computing – comparison of human brain and CPU.  Artificial Neural Networks: Historic evolution – Perceptron, Features of NNs – Fault Tolerance, Parallelism, Flexibility and Adaptivity, Learning etc, Disadvantages; supervised and unsupervised networks, Multi - layer Perseptrons, Back Propagation Algorithm (Derivation not required), Learning & Momentum Parameters, selecting Hidden modes, Training & Testing, Overview of other ANNs -Kohonen’s networks, Boltzman Machine, ART, ANN applications, overview of Support Vector Machines.

Module II

GA, and ACO: Genetic Algorithms, Basic Concepts, Reproduction – Cross over – Mutation - Fitness Value- Optimization using GAs; Applications;

Ant Colony Optimization: Swarm Intelligence – Basic motivation. –Artificial ants – the bridge crossing problem – theory and applications.

Module III

Fuzzy Logic: Fuzzy sets, Membership functions, Logical Operations, Fuzzification & Defuzzification – Linguistic Variables, Fuzzy rule - based reasoning; Applications; Overview of Nero – Fuzzy Systems. Dimensionality Reduction: Overview of Dimensionality Reductions techniques, K-means clustering

Hidden Markov Models: Markov processes and Markov Models, Hidden Markov Models, 3 basic HMM problems & corresponding algorithms – Applications

Reference 

1. Yaochu Jin, “Advanced Fuzzy Systems Design and Applications, Springer, 2002.

2. Haykib, “Artificial neural networks”, Peason Edn, 2006

3. David E Goldberg, ’Genetic algorithm’, Pearson Education.

4. Timo Koshi, ‘Hidden Markov model for Bioinformatics’, Kluwer Academic Publishers.

5. M Ganesh, ‘Introduction to Fuzzy sets and Fuzzy logic’, PHI Publications, Inc.

6. Sivanandan, Deepa- Principles of Soft Computing – WileyIndia

.

11.504.3                                  MULTIMEDIA SYSTEMS                                      3-1-0

Module I

Multimedia – definition, applications, introduction to making multimedia, multimedia Requirements, multimedia hardware – connections memory and storage devices, Input devices, output hardware, communication devices, multimedia software, basic tools, making instant multimedia.

Module II

Multimedia building blocks, text, sound, images, animation and video compression techniques, inter frame and intra frame compression. JPEG image compression standard and MPEG motion video compression standards, Fractal compression.

Module III

Introduction to Networked Multimedia, Introduction to RTP, Voice and Video Communication Over Packet Networks, The Real-Time Transport Protocol, RTP Data Transfer Protocol, Media Capture, Playout, and Timing, Error Concealment, Congestion Control

Text Book:

1.    Tay Vaughan,”Multimedia making it work .”, Tata McGraw Hill, 2004.

2.    John F. Koegd Buford, “ Multimedia Systems”,Addison Wesly.

3.    Colin Perkins, “RTP: Audio and Video for the Internet”,Addison Wesly.

4.    Simon J Gibbs and Dionysios C Tsichritziz, “Multimedia Programming objects, Environments and frameworks”, Addison Wesley 1995.

Reference:

Gaurav Bhatnagar, Shikha Mehta, Sugata Mitra, “Introduction to Multimedia Systems”, Academic Press

David Austerberry, “The Technology of Video and Audio Streaming”, Focal Press

11.504.4                      IMAGE PROCESSING                                           3-1-0

Module I

Digital Image Fundamentals: Two dimensional systems and Mathematical preliminaries-Elements of Digital Image Processing System - Structure of the human eye - Image  formation  and  contrast sensitivity –  Gray scale and Color Images-Sampling and Quantization  -  Neighbours of pixel – Distance measures – Image processing applications. RGB and HSV color model.  Image transformation – DFT,  DCT, Walsh Hadamard transform, Karhaunen-Loeve transform.

Module II

Image Enhancement: Point Operations - Spatial domain methods – Histogram based contrast enhancement techniques - Frequency domain methods - Neighbourhood averaging Median filtering - Low pass filtering Averaging of multiple Images - Image sharpening by differentiation - High pass filtering. Homomorphic filtering.

Image Restoration: Degradation model for continuous functions – image restoration of impulse noise embedded images – restoration of blurred image – inverse filtering – Wiener filtering. Image reconstruction by Bispectrum and Tomographic reconstruction.

Module III

Image Compression: Introduction, classification of compression algorithms, source coding algorithms, Huffman coding, Arithmetic coding, QM-coder..                                                                  

Image Segmentation and Representation:  The detection of discontinuities - Point, Line and Edge detections -  Gradient operators - combined detection – Image thresholding techniques- region growing, Waterfall algorithm for segmentation.

Mathematical   morphology - binary morphology,   dilation, erosion, opening and closing, duality relations, gray scale morphology.                                                                                                                                                     

Text books:

Rafael C  Gonzalez and Richard E.woods, “Digital Image Processing”,3/e,Addition – Wesley.

Tinku Acharya and Ajoy K.Ray, “Image Processing- Principles and applications”, John Wliey & Sons,2005.

Anil K Jain,  “Fundamentals  of  Digital  Image  Processing”, PHI,New Delhi, 1995                    

References: 

Kenneth R Castleman, “Digital Image Processing”, PHI, 1995.

William K  Pratt, “Digital Image Processing”, WileyIndia 2/e.  

Sid Ahmed M A, “Image Processing Theory, Algorithm and Architectures”, McGraw-Hill,1995.

R.M. Haralick, and L.G. Shapiro, Computer and Robot  Vision, Vol-1, Addison - Wesley,1992.

S Jayaraman,S Esakkirajan,T Veerakumar,”Digital Image Processing”,TMH,2009

11.504.5                UNIX AND SHELL PROGRAMMING     3-1-0

Module I

Unix History and features, system structure, Unix file system structure, basic Unix Commands. Architecture of Unix OS, introduction to system concepts - file sub system – relative and absolute pathnames, user file descriptor tables - open file tables - inode table, structure of a regular file, directories, super block, allocation of disk blocks. (algorithms may be omitted) System Calls for file system – open, read, write, lseek, close, create with reference to file descriptor table, open file table and inode, chdir, chroot. File security and file permissions – users and groups – security levels – changing permissions – user masks – changing ownership and group. Mounting and un-mounting, links – hard links and soft links, unlink.

Module II

Unix pipes – named and unnamed pipes, system calls – pipe, open, read, write and close.

Unix Process structure – process states and transitions with detailed process state diagram, process system calls – fork, exit, wait, execve in brief, Unix system boot and the init process – init levels, process scheduling – round robin with multilevel feedback. Memory management (just an overview) – swapping and demand paging. Unix networking sockets – socket interfaces – TCP and UDP, connection flow setup.

Unix Filters - grep, sed, tr, awk.

Module III

Unix Shell – Session, Standard streams, Redirection, pipes, tee, command execution, command line editing, command substitution, job control, aliases. Shell variables, exporting, output, input, shell environment variables and customization, startup scripts, command history, Korn shell programming – basic concepts, expressions, decision making selections, repetition, special parameters - positional parameters, shift, argument validation, script examples.

References: 

The design of the Unix Operating System, Maurice J Bach,Prentice HallIndia.

(For modules I and II)

Unix and shell programming A textbook, Behrouz A Forouzan, Centage Learning India Pvt. Ltd. (For module III)

Unix Network programming, Stevens, PHI learning Pvt. Ltd. (For module II – additional reference)

Understanding Unix, K Srirengan, PHI Learning Pvt. Ltd. (For modules I – unix features, structure etc, module II and III - shell script examples)

Note :

            Assignments to be mainly programming in nature like :-

Programs to create/terminate a process (using fork, wait, exit system calls etc)

Programs to create pipes using pipe system call, transfer data or files using read, write etc system calls.

Programs to create TCP/UDP sockets and send data, ftp implementation etc.

Shell programming – to display processes every 10 seconds, to create 10 users with necessary permissions, to delete all .for files in the system etc…

11.505.1                                  CLIENT SERVER COMPUTING                                    3-1-0

Module I

Client Server Systems:- introduction, functions, topologies, classifications, advantages and disadvantages, standards, security, System architecture:- client and server components, middleware components, three layer architecture, existing architectures.

Module II

Client Server Application Components:-technologies, categories, client services, server services, connectivity and layered architecture. Socket Programming Interface, Client side software design issues and concurrency aspects in clients. Different types of servers and design issues of each type, concurrency mechanism in servers.

Module III

External data representation, remote procedural call concepts, distributed program generation with rpcgen. Study of client server applications:- web services, Network File System, telnet and mail services.

Text Book:

   S. C. Yadav and S. K. Singh,  “An Introduction to Client Server Computing”,  New Age International Publishers.

    D.E Comer and D L Stevens, Internetworking with TCP/IP Vol III, Pearson Education 

References:

Patrick Smith, “Client/Server Computing”,Sams Publishing

11.505.2                      CRYPTOGRAPHY AND NETWORK SECURITY                      3-1-0

Module I

Introduction:- Goals of Security, types of attacks, services and mechanism, different techniques. Mathematics involved – integer arithmetic, modular arithmetic, matrices, linear congruence, algebraic structures,GF(2n) fields. Symmetric key ciphers – Kerckhoff’s principle, substituition ciphers, transposition ciphers, stream and block ciphers,modern block ciphers, modern stream ciphers, DES- structure and analysis, multiple DES, security, AES- transformations, key expansion, ciphers, analysis

Module II

Asymetric key cryptography – RSA cryptosystem, RABIN cryptosystem, ELGAMAL cryptosystem, elliptic curve cryptosystem. Message integrity, Random oracle model, message authentication, hash functions, digital signature, entity authentication, Key management

Module III

Network security: At application layer – Email, PGP, S/MIME. At transport layer – SSL architecture, handshake protocol, changecipherspec protocol, Alert protocol, Record protocol, SSL message format, Transport layer security. At network layer – modes, security protocols, security associations, security policy, Internet key exchange, ISAKMP,

Text Book:

Behrouz A. Forouzan, “Cryptography and Network Security”, Tata McGraw-Hill Publishing.

Reference:

1. Manuel Mogollon, “Cryptography and Security Services – Mechanisms and    Applications”, Cybertech Publishing.

William R. Cheswick, Steven M. Bellovin, Aviel D. Rubin, “Firewalls and Internet Security” Addison-Wesley

11.505.3                                  DISTRIBUTED SYSTEMS                        3-1-0

Module I

Introduction., Definition of a Distributed System. Goals. Hardware Concepts. Software Concepts. The Client-Server Model, Communication,  Layered Protocols. Remote Procedure Call. Remote Object Invocation. Message-Oriented Communication. Stream-Oriented Communication, Processes,  Threads. Clients. Servers. Code Migration. Software Agents, Naming,  Naming Entities. LocatingMobileEntities. Removing Unreferenced Entities.

MODULE II

Synchronization, Clock Synchronization. Logical Clocks. Global State. Electron Algorithms. Mutual Exclusion. Distributed Transactions, Consistency and Replication. Introduction. Data-Centric Consistency Models. Client-Centric Consistency Models. Distribution Protocols. Consistency Protocols. Examples. Fault Tolerance., introduction to Fault Tolerance. Process Resilience. Reliable Client-Server Communication. Reliable Group Communication. Distributed Commit. Recovery. Security. Introduction to Security. Secure Channels. Access Control. Security Management. Example: Kerberos. Example: SEASAME. Example: Electronic Payment Systems.

MODULE III

Distributed Object-Based Systems., CORBA. Distributed COM. Globe. Comparison of CORBA, DCOM, and Globe. Distributed File Systems. Sun Network File System. The Coda File System. Other Distributed File Systems. Comparison of Distributed File Systems.  Distributed Document-Based Systems. The World Wide Web. Lotus Notes. Comparison of WWW and Lotus Notes.  Distributed Coordination-Based Systems.  Introduction to Coordination Models. TIB/Rendezvous. Jini. Comparison of TIB/Rendezvous and Jini.

Text Book:

Distributed Systems: Concepts and Design – George Coulouris, Jean Dollimore  and Tim Kindberg, Pearson Education

References:

Distributed Systems: Principles and paradigms – Andrew S Tanenbaum and         Maarten Van   Steen – Pearson Education

Database Systems: A practical approach to design implementation and management – Thomas Connolly and Carolyn Begg - Pearson Education

Distributed Systems and Computer Networks – Morris Solomon and Jeff Krammer – PHI

11.505.4                      PARALLEL ALGORITHMS                                3-1-0

Module I

Parallel computer. Need of parallel computers, models of computation, Analyzing algorithms, expressing algorithms. Broadcast, All sums and selection algorithms on SIMD. Searching a sorted sequence – EREW, CREW SMSIMD algorithms. Searching a random sequence – SMSIMD, tree and Mesh interconnection super computers.

Sorting – Sorting on a linear array, sorting on a mesh, sorting on EREW SIMD computer, MIMD enumeration sort, MIMD quick sort, sorting on other networks. Matrix Transposition, Mesh transpose, shuffle transpose, EREW transpose.

Module II

Matrix operations – matrix- by matrix multiplications, mesh multiplications, cube multiplication, Matrix by vector multiplication. Linear array multiplication, tree multiplications. Solving numerical problems, solving systems of linear equations- SIMD algorithms and MIMD algorithms.

Numerical problems – finding roots of nonlinear equations – SIMD and MIMD algorithms, solving partial differential equations, computing eigen values.

Module III

Graph theoretical problems – solving graph theoretical problems, computing connectivity matrix, finding connected components, all pairs shortest path, traversing combinatorial spaces, sequential tree traversals, Minimal alpha- Beta tree , MIMD Alpha-Beta algorithms, parallel cut-off storage requirements, recent trends and developments.

Text Books:

1.   S.G.Akl, “Design and Analysis of parallel algorithms”, Prentice--Hall International Editions (Prentice--Hall, Inc. 1989).

References:

1.   S.G.Akl, “Parallel Sorting algorithm”,    Academic Press, 1985

2.   M.J.Quin, “Parallel computing – theory and practice”,McGraw-Hill,New York, 1994.

S. Lakshmivarahan and S.K.Dhall, “Analysis and design of parallel algorithms – Arithmetic & Matrix problems”, by McGraw-Hill

11.505.5          DISTRIBUTED DATABASE SYSTEMS                        3-1-0

Module I

Introduction, promises of distributed database, problem areas, relational databse concepts, normalization, integrity rules, relational data languages, review of computer networks, types, protocol standards, broadband, wireless networks, internet, distributed DBMS arhitecture, architectural models, distributed database design issues, frgamentation, allocation

Module II

Semantic data control, view management, data security, semantic integirty control, query processing, problems, objectives, characterization of query processors, layers of query processing, query decomposition, localization of distributed data, query optimization, centralized query optimization, join ordering in frgament queries, optimization algorithms

Module III

Transaction management, definition of a transaction, properties of transaction,types of transaction, distributed concurrency control, concurreny control algorithms, locking based, time stamp based and optimistic concurrency control algorithms, dadlock management, reliability, failures and fault tolerance,local reliability and distributed reliability protocols

Text Book:

M Tamer Ozsu, Patrick Valduriez, S Sridhar – Principles of Distributed Database Systems, 2nd edition, Pearson Education

References

1. Distributed Systems: Concept and Design. Coulouris, Dollimore, and Kindberg. AW.

2. Distributed Database Principles and Systems. Ceri and Pelagatti. McGraw Hill.

3. Recovery Mechanisms in Database Systems. Kumar and Hsu, Prentice Hall.

4. Concurrency Control and Recovery in Database Systems. Bernstein, Hadzilacos and Goodman, AW

11.506                            CASE STUDY                               0-0-2

Student should do the case study of an industrial project and submit a detailed report.

11.507                            MINI PROJECT                           0-0-8

A   mini-project should be done by the students based on concepts they have already learnt in the first two years of the MCA programme. It may be primarily based on database concepts, object oriented concepts, optimization tools, compiler design, management aspects etc.

Objectives of the mini project:.

Working on Mini project is to get used to the larger project, which will be handled in the 6th semester

The project work constitutes an important component of the MCA programme of KU and it is to be carried out with due care and should be executed with seriousness by the students. The objective of this mini project is to help the student develop the ability to apply theoretical and practical tools/techniques to solve real life problems related to industry, academic institutions and research laboratories.

Guidelines:

A student is expected to devote about 1-2 months in planning, analyzing, designing and implementing the project. The initiation of project should be with the project proposal that is to be treated as an assignment:

Mini-project evaluation: The  evaluation of the mini-project will be based on the project reports submitted by the student, a presentation and a demonstration.
