
North Maharashtra University, Jalgaon 
M.E. (Computer Science and Engineering) 
Syllabus with effect from Year 2009-10 

First Year Term I 

Sr. 
No. Subject 

Teaching 
Scheme 

per 
Week 

Examination Scheme 

    
 
L P Paper 

Hr. Paper TW PR OR 

1 Advanced Software Engineering 3 - 3 100 - - - 
2 Distributed Systems 3 - 3 100 - - - 
3 Net-Centric Computing 3 - 3 100 - - - 
4 Applied Algorithms 3 - 3 100 - - - 
5 Elective- I  3 - 3 100 - - - 
6 Laboratory Practice-I  - 6 - - 100 - 50 
7 Seminar-I  - 4 - - 100 - - 
  Total 15 10   500 200  50 
  Grand Total 25 750 
 Elective I   

 

1) Embedded Software Design 
2) Digital Image & Video Processing 
3) Mathematical Foundations of Computer Science 
4) Software Project Management   

  
First Year Term II 

Sr. 
No. Subject 

Teaching 
Scheme 

per 
Week 

Examination Scheme 

    L P Paper 
Hr. Paper TW PR OR 

1 Advanced Database Management 
Systems 3 - 3 100 - - - 

2 Web Engineering 3 - 3 100 - - - 
3 Parallel Computing 3 - 3 100 - - - 
4 Soft Computing 3 - 3 100 - - -
5 Elective- II 3 - 3 100 - - - 
6 Laboratory Practice-II  - 6 - - 100 - 50 
7 Seminar-II  - 4 - - 100 - - 
  Total 15 10 500 200 50
  Grand Total 25 750 
 Elective II       

 

1) Software Testing And Quality Assurance 
2) Cryptography and Network Security 
3) Pattern Recognition 
4) Mobile Computing 



 
 
 

Second Year Term I 
 

Sr. 
No. Subject 

Teaching 
Scheme per 

Week 
Examination Scheme 

    L P Paper 
Hr. Paper TW PR OR

1 Seminar-III    - 4 - - 50 - 50 
2 Project Stage –I  - 18 - - 100 - - 
  Total - 22 - - 150  50 
  Grand Total 22 200 
 
    

 
 

 
Second Year Term II 

 

Sr. 
No. Subject 

Teaching 
Scheme 

per Week
Examination Scheme 

    L P Paper 
Hr. Paper TW PR OR

1 Progress Seminar - - - - 50 - - 
2 Project Stage –II   - 18 - - 150 - 100
  Total - 18 - - 200 - 100
  Grand Total 18 300 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Rules and Regulations for M.E. in Computer Science & Engineering 
 
1. The post graduate degree in engineering consisting of 2 years (4 terms) shall be 
designated as Master of Engineering in Computer Science & Engineering. 
 
2. A candidate may be permitted to register him/her self for the M.E. degree in 
Computer Science and Engineering under the faculty of engineering & technology of 
North  Maharashtra University Jalgaon ,only if the candidate holds a bachelor's 
degree in  Engineering & technology of North  Maharashtra University , Jalgaon or its 
equivalent in Computer Engineering / Computer Science & Engineering / Computer 
Technology /Information Technology/ Electronics/ Electronics and 
Telecommunication /Electrical recognized by AICTE & North Maharashtra University , 
Jalgaon. 
 
3. The student shall be admitted to First Year Term II if his/her Term I is granted. 
 
4. The student shall be admitted to the Second Year when ever he/she clears all the 
theory papers of First Year. The student in any case should not be allowed to start 
project work before passing all the subjects of first year. The student will have to 
work on his/her project for minimum one year after passing first year subjects. 
He/she will not be allowed to submit his/her thesis/dissertation before that.  
 
5. Every student will be required to produce a record of laboratory work in the form 
of journal, duly certified for satisfactory completion of the term work by the 
concerned teacher & head of the department. 
 
6. A student whose term is not granted on account of less attendance (Minimum 
80%) or non-submission of term work is required to repeat the term. 
 
7. Any approved guide will not be allowed guide more than 5 students in a particular 
batch. 
 
8. Each student is required to present Seminar-I in the First Year Term I on any 
related state of the art topic of his own choice approved by the department. 
 
9. The term-work & presentation of the Seminar-I will be evaluated by departmental 
committee consisting of guide and two faculty members of the department 
appointed by Director/Principal of the college as per the recommendation of the 
Head of the Department. 
  
10. Each student is required to present Seminar-II in the First Year Term II on any 
related state of the art topic of his own choice approved by the department. 
 
11. The term-work & presentation of the Seminar-II will be evaluated by 
departmental committee consisting of guide and two faculty members of the 
department appointed by Director/Principal of the college as per the 
recommendation of the Head of the Department. 
 
 



12. Each student is required to present Seminar-III in the Second Year Term I on 
special topic. The topic should be on any of the area not included in the regular 
curriculum. The report should include detailed study of specific concept (i.e. analysis, 
design & implementation.). This can be a theoretical study or practical 
implementation approved by the department/guide. 
 
13. Guidelines for the Seminar-III in Second Year Term I: 
 

1. Seminar-III should be conducted at the end of Second Year Term I. 
2. The term-work of the Seminar-III will be evaluated by departmental 

committee consisting of guide and two faculty members of the department 
appointed by Director/Principal of the college as per the recommendation of 
the Head of the Department. 

3. The Seminar-III presentation will be evaluated by examiners appointed by 
University, one of which should be the guide. 

4. Student must submit the Seminar Report in the form of soft bound copy 
5. The marks of Seminar-III should be submitted at the end of Second Year 

Term I to the University. 
 
 
14. Guidelines for the Progress Seminar in Second Year Term II: 
 

• Progress Seminar should be conducted in the middle of Second Year Term II. 
• The Progress Seminar Term-Work will be evaluated by departmental 

committee consisting of guide and two faculty members of the department 
appointed by Director/Principal of the college as per the recommendation of 
the Head of the Department. 

• Student must submit the progress report in the form of soft bound copy. 
• The marks of progress seminar should be submitted along with the marks of 

Project Stage-II. 
15. Minimum passing marks for all Theory shall be 40% and for Term work and Oral 
shall be 50%.  
 
16.He/she has to present/publish atleast one paper in reputed National/International 
Journal/Conference on his/her Project work before submission of his/her 
Thesis/Dissertation. 
 
17. The Term Work of Project Stage –II will be assessed jointly by the pair of 
Internal and External examiner along with oral examination of the same. 
 
18. The class will be awarded on the basis of aggregate marks of all four terms, 
giving equal weightage to all terms as shown below: 
        a) Less than 50%   : Fail 

     b) 50% to less than 60%  : Second Class 
a) 60% to less than 70%   : First Class 
b) 70% & above   : First Class with Distinction. 

19. Each student is required to complete his/her master's degree within Five 
academic years from the date of admission, failing which  he/she will be required to 
take fresh admission  in first year. 



 
 

M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I 

SUBJECT: ADVANCED SOFTWARE ENGINEERING 
 

Lectures: 3 Hrs per week                  Theory: 100 Marks  
Objective:  
After successfully completing the module student should be apply the systematic 
approach towards the effective software development, also able to demonstrate 
knowledge of software design, development and processes using software 
engineering approaches and practices. 
 
Pre-requisites:  
Knowledge of Software Engineering. 
 
DETAILED SYLLABUS 
 
1. Introduction to Software Engineering: Software Engineering Processes, Project 

Management concept, Project Effort estimation, LOC and function point based 
estimates, Requirement Analysis and Specifications, Formal Requirements, 
Specifications, Socio-technical Systems, Dependability, Critical Systems 
Specification, Formal Specification. Analysis Modeling, Elements of Analysis 
Model.  

2. Design Concepts and Principles: Fundamental issues in Software Design, 
Effective Modular Design, cohesion and coupling. Architectural Design, 
Distributed Systems Architecture, Application Architectures, Real-time Systems, 
User Interface Design, Component Level Design, Modeling Language(UML) 

3. Software Development Methodologies: Iterative Software Development, 
Software Reuse, CBSE, Critical Systems Development Software Evolution. 
Verification and Validation, Software Testing, Software Testing Principles, 
Alternative Paradigms: Extreme Programming, Agile Software Engineering, 
Principles behind Agile method, Agile method and Project Management. 

4. Object Oriented Software Engineering: Software Process Improvement, 
Software Economics, Software Quality, Software Metrics, Software 
Maintenance, Risk management, Requirement Engineering, Object oriented 
concepts and principles, OO Analysis, OO Design, OO Testing, 

5. Advanced Software Engineering Process: Formal Methods, Basic concepts, 
Mathematical Preliminaries, Clean room Software Engineering, Component 
Based Software Engineering, Client/Server Software Engineering, Web 
Engineering, Reengineering 

 
 
BOOKS 

 
Text Books:

1. K.K Aggarwal & Yogesh Singh,” Software Engineering”, 3rd Edition, New Age 
International, 2007 



References:  
1. Ian Somerville,“Software Engineering”, 8th Edition, Addison-Wesley,2006,  
2. Roger S Pressman,“Software Engineering: A Practitioner's Approach” 6th 

Edition, McGraw Hill,2005. 
3. Fenton and Pfleeger “Software Metrics:- A Rigorous and Practical Approach” , 

2nd Edition , Tomson Learning 
4. Grady Booch, Rumbaugh, Jacoboson,“Unified Modeling Language User Guide”, 

Addison Wesley. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I

SUBJECT: Distributed Systems 

Lectures: 3 Hrs per week                  Theory: 100 Marks  
Objective:  
This course aims to build concepts regarding the fundamental principles of 
distributed systems. The design issues and distributed operating system concepts 
are covered.   
Pre-requisites:  Operating Systems and Computer Networks
DETAILED SYLLABUS 
 
1. INTRODUCTION:  Definition of a Distributed system, Goal, Types of distributed 

system  
 
2 .ARCHITECTURES : Architectural styles, System Architectures, Architectures 

versus Middleware, Self management in distributed systems 
 
3. PROCESSES: Threads, Virtualization, Clients, Servers, Code migration.  
 
4 .COMMUNICATION: Fundamentals, Remote Procedure Call, Message Oriented 

Communication, Stream oriented communication, Multicast communication. 
 
5. NAMING:  Names, Identifiers and Addresses, Flat, Naming, Structured Naming, 

Attribute based Naming, LDAP  
 
6. SYNCHRONIZATION: Clock Synchronization, Logical Clocks, Mutual Exclusion  
   Global Positioning of nodes, Election Algorithms. 
 
7. CONSISTENCY AND REPLICATION: Introductions, Data Centric Consistency 

Models, Client Centric Consistency Models, Replica Management, Consistency 
Protocols. 

 
8. FAULT TOLERANCE: Introduction to fault tolerance,  Process resilience, Reliable  

Client Server Communication, Reliable group, Recovery 
 
9. DISTRIBUTED FILE SYSTEMS: Architecture, Process Communication, Naming, 

Synchronization, Consistency and Replication, Fault tolerance, Security.  
 
10 DISTRIBUTED COORDINATION-BASED SYSTEMS: Introduction to coordination 

models- Architectures, Processes communication, Synchronization, Consistency  
and Replication, Fault tolerance, Security.  

 
BOOKS 

 
Text Books: 

1. Andrew S. Tanenbaum, Maarten Van Steen, “Distributed System: Principals 
and Paradigms”, 2/E, PHI. 

 



References:  
1. George Coulouris, Jean Dollimore and Tim Kindberg,“Distributed Systems 

Concepts and Design”, Fourth Edition, Pearson Education, 2005. 
2. Pradeep K. Sinha, "Distributed Operating Systems Concepts and Design" , PHI. 
3. Galli D.L., “Distributed Operating Systems: Concepts and Practice”, Prentice-

Hall,2000 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I 

 
SUBJECT: NET-CENTRIC COMPUTING 

 
Lectures: 3 Hrs per week                 Theory: 100 Marks 
Objective:  
After successfully completing the module student should be : 
Familiar with different network technologies, Different Network performance, 
Modeling and estimation measures, Function and responsibilities of Network  
Administration, Different Network Design Techniques, Knowledge of High   Speed 
Network, Issues regarding Network Security, Knowledge of IP Telephony, Storage 
Network and Compression Techniques. 
Pre-requisites:  
Knowledge of Data Communication and Computer Networks. 
 
DETAILED SYLLABUS 
 
 
1. Network Technology : 
    Introduction, Media Issues, Data Link Protocols, The OSI Model, Networking 
    topologies, Types of Networks, protocols capabilities, NetBIOS,          
    IPX,TCP/IP,CSMA/CD, token passing, frame relay, networking devices,  
    Repeaters, Bridges, Routers, switches, gateways, Network design issues, Data  
    in support of Network Design, Network design tools, protocols and architecture. 
2. Network Performance, Modeling and Estimation : 
    Issues related with optimizing network performance, probability, stochastic 
    processes, modeling and performance evaluation. Queuing theory, queuing 
    models, estimating model parameters, throughput utilization, modeling 
    network as graph external and internal representation, complexity issues, 
    network traffic controls. 
3. Network Administration : 
    Function and responsibilities, network issues:-planning, implementation, fault 
    diagnosis and recovery. 
4. Network Design : 
    Problem definition, multipoint line layout heuristics, CMST algorithms, 
    ESAU-William’s algorithm, Sharma’s algorithm, unified algorithm, Bin 
    packing algorithm, Terminal assignments and concentrator location. 
5. High Speed Networks : 
    Need, characteristics, challenges, applications, frame relay, ATM, ISDN, High 
    speed LANs: Ethernet, fiber channel, DQDB, SMDS, B_ISDN, STM, DSL, 
    and DWDM, Architecture Transport, Switching and Routing in optical domain, 
    optical network management, Internetworking. 
6. Network security : 
    Basic cryptographic techniques, security in OSI architecture, internet and 
    networked computing, Kerberos, firewalls, proxy, etc. Security applications in 
    commerce and banking. 
7. IP Telephony : 
    VOIP system architecture, protocol hierarchy, structure of a voice endpoint, 



    Protocols for the transport of voice media over IP networks, Providing IP 
    quality of service for voice, signaling protocols for VOIP,PSTN gateways, 
    VOIP applications. 
8. Storage Networks : 
    Introduction, challenges, SCSI protocols and architecture: RAID, 
    Backup and mirroring, Fiber channel attached storage. Network attached 
    storage including NFS, CIFS, and DAFS, Management of network storage 
    architectures. New storage protocols, architectures and enabling technologies. 
9. Compression : 
    Overview of Information Theory, Lossless Compression: Run-Length 
    Encoding, Facsimile compression, String Matching algorithms. Lossy 
    compression: DCT, Wavelet compression.
BOOKS 

 
References: 

1. Stallings. W.-“High Speed Networks and Internets: Performance and Quality 
   of service”,Pretice Hall 2002 
2. Kershenbaum A.-“Telecommunications Network Design Algorithms” Tata 
    McGraw Hill. 
3. Ramaswami R. ,Shivrajan K-“Optical Networks”, Morgan Kaufmann. 
4. Douskalis B.-“IP Telephony: The Integration of Robust VOIP service”,Perason 
    Education Asia. 
5. Douglas E.Comer-“Computer NetWorks and Internet”, Pearson Education 
     Asia. 
6. Stallings W.-“High Speed Networks :TCP/IP and ATM Design principles”,    
    Prentice Hall,1998. 
7. Andrew Tanenbaum- “Computer Network”, PHI. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I

SUBJECT: APPLIED ALGORITHMS

Lectures: 3 Hrs per week                  Theory: 100 Marks   
Objective:  
Algorithm design and analysis is a fundamental and important part of computer 
science. This course introduces students to advanced techniques for the design 
and analysis of algorithms, and explores a variety of applications. 
 
Pre-requisites:  
Knowledge of Algorithms, Discrete structure and graph theory.  
 
DETAILED SYLLABUS 
1. Introduction: The role of algorithms in computing, analyzing algorithms, 

designing algorithms, growth of functions- asymptotic notation,standard 
notations and common functions, recurrences- the substitution method, the 
recursion tree method, the master method. 

2. Advanced data structures   Red - black trees- properties of red-black trees, 
rotations, insertion, deletion, B-trees-definition of B-Tree, basic operations on 
B-Tree, deleting a key from B-Tree, Binomial heaps- binolial trees and 
binomial heaps, operations on binomial heaps, Fibonacci heaps- structure of 
Fibonacci heaps, mergeable heap operations, decreasing a key and deleting a 
node, bounding the maximum degree. 

3. Advanced Design and Analysis Techniques  Dynamic Programming- 
assembly line scheduling, matrix chain multiplication, elements of dynamic 
programming, longest common subsequence, optimal binary search trees, 
Greedy Algorithms- an activity selection problem, elements of greedy strategy, 
Huffman codes, Amortized Analysis- aggregate analysis, the accounting 
method, the potential method. 

4. Graph algorithms  Minimum Spanning Trees- growing a minimum spanning 
tree, the algorithms of Kruskal and Prim, Single-source shortest paths- the 
Bellman-Ford algorithm, Single-source shortest path in directed acyclic graphs, 
Dijkstra’s algorithm, all pair shortest paths- shortest path and matrix 
multiplication, the Floyd-Warshall algorithm, Johnson’s algorithm for sparse 
graphs. 

5. Sorting networks  Comparision networks, the zero-one principle, a bitonic 
sorting networks, a merging network, a sorting network 

 
BOOKS 

Text Books:
1. Corman, Leiserson, Rivest, Stein,”Introduction To Algorithms”, PHI, 2nd 

Edition. 
2. Horowitz, Sahni, Rajasekaran,”Fundamentals of Computer Algorithms”, 

Universities Press, 2nd Edition. 
References:  

1. Aho,”Design and Analysis of Algorithms”, Pearson, LPE 
2. A V Aho, J. D. Ullman, “Design and analysis of algorithms”, Pearson LPE. 
3. Bressard, Bratly, “Fundamentals of Algorithms”, Pearson LPE/PHI 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I

SUBJECT: EMBEDDED SOFTWARE DESIGN 
(ELECTIVE-I)

Lectures: 3 Hrs per week                  Theory: 100 Marks   
Objective:  
After successfully completing the module student should be : 
Capable of actively participating or successfully managing a embedded software 
development project by applying design life cycle concepts, able to demonstrate 
knowledge of real time constraint with concepts of RTOS as well as porting of any 
RTOS 
Pre-requisites:  
Knowledge of Microprocessors and Microcontrollers and their interfacing 
 
DETAILED SYLLABUS 
 
 
1. Embedded Design Life Cycle: Introduction Product Specification 

,Hardware/Software partitioning , Iteration and Implementation, Detailed 
hardware and software Design, Hardware/Software Integration ,Product 
Testing and Release, Maintaining and upgrading existing products.
 

2. Selection Process & Development Environment: RTOS availability, Tool Chain 
availability, The Execution Environment, On chip Peripherals ,Debugging  & 
Testing : BDM, JTAG, NEXUS & ICE   

3. Advanced Embedded Processors: ARM Embedded Systems, ARM Processor 
Fundamentals, Introduction to the ARM ,Instruction Set, Introduction to the 
Thumb Instruction Set ,Efficient C Programming Writing and Optimizing ARM 
Assembly Code, Digital Signal Processing, Exception and Interrupt Handling, 
Firmware 

4. Writing Software for Embedded Systems: The Compilation Process, Native Vs 
Cross-Compilers, and Runtime Libraries, Writing a Library, Using Alternative 
Libraries, using a standard library, porting Kernels extensions for embedded 
systems, Downloading, Emulation and Debugging techniques.  

5. RTOS - µC/OS-II: RTOS Services in Contrast to Traditional O.S. Sample Code,  
Real-Time Systems Concepts, Kernel Structure, Task Management, Time 
Management, Inter task Communication and Synchronization, , Memory 
Management, Porting µC/OS -II  

6. Understanding Linux Kernel: Introduction, Memory Addressing , Processes , 
Interrupts and Exceptions, Timing Measurements, Memory Management, 
Process Address Space, System Calls ,Signals, Process Scheduling, Kernel 
Synchronization, The Virtual File system, Managing I/O Devices , Disk Caches , 
Accessing Regular Files, Swapping: Methods for Freeing Memory, The Ext2 
Files system, Process Communication , Program Execution, Porting of Linux 
Kernel  

7. Understanding Windows Embedded CE Kernel: Introduction to Windows 
Embedded CE Kernel , Boot process, Memory Management, Files Database 
and Registry, Process and Threads, Communications , Porting of Linux Kernel 



BOOKS 
 

Text Books: 
1. Embedded Systems Design – Introduction to Processes, Tools, Techniques, 

Arnold S Burger, CMP books 
2. Embedded Systems Design by Steave Heath, Newnes. 
3. “ARM Systems Developers Guide Designing and Optimizing System Software” 

By Andrew N Sloss, Dominic Symes & Cheris Wright ELSEVIER Publication. 
4. Understanding the Linux Kernel Daniel P. Bovet Marco Cesati Publisher: O'Reilly 

First Edition October 2000 ISBN: 0-596-00002-2, 702 pages  
5. Building Embedded Linux Systems by Karim Yaghmour 
6. Inside Microsoft Windows CE By John Murray 

References:  
1. ARM System on chip architecture by Steve Furbur 
2. µC/OS-II  by Jean Labrossewww.uCOS-II.com 
3. Programming Microsoft Windows Embedded CE

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I

SUBJECT: DIGITAL IMAGE and VIDEO PROCESSING 
(ELECTIVE-I)

Lectures: 3 Hrs per week            Theory: 100 Marks 
Objective: Digital Image Processing is a rapidly evolving field with growing 
applications in science and engineering. Image processing holds the possibility of 
developing the ultimate machine that could perform the visual functions of all 
living beings. There is an abundance of image processing applications that can 
serve mankind with the available and anticipated technology in the near future. 
 
Pre-requisites: Digital Signal Processing, & Computer Graphics 
 
DETAILED SYLLABUS 
 
 
1. Digital Image Processing Systems: Introduction, Structure of human eye, 

Image formation in the human eye, Brightness adaptation and discrimination, 
Image sensing and acquisition, Storage, Processing, Communication, Display. 
Image sampling and quantization, Basic relationships between pixels 

2. Image Transforms (Implementation): Introduction to Fourier transform, 
DFT and 2-D DFT, Properties of 2-D DFT, FFT, IFFT, Walsh transform, 
Hadamard transform, Discrete cosine transform, Slant transform, Optimum 
transform: Karhunen - Loeve (Hotelling) transform. 

3. Image Enhancement in the Spatial Domain: Gray level transformations, 
Histogram processing, Arithmetic and logic operations, Spatial filtering: 
Introduction, Smoothing and sharpening filters 

4. Image Enhancement in the Frequency Domain: Frequency domain 
filters: Smoothing and Sharpening filters, Homomorphic filtering  

5. Wavelets and Multiresolution Processing: Image pyramids, Subband 
coding, Haar transform, Series expansion, Scaling functions, Wavelet functions, 
Discrete wavelet transforms in one dimensions, Fast wavelet transform, 
Wavelet transforms in two dimensions  

6. Image Data Compression: Fundamentals, Redundancies: Coding, Interpixel, 
Psycho-visual, Fidelity criteria, Image compression models, Error free 
compression, Lossy compression, Image compression standards: Binary image 
and Continuous tone still image compression standards, Video compression 
standards. 

7. Morphological Image Processing: Introduction, Dilation, Erosion, Opening, 
Closing, Hit-or-Miss transformation, Morphological algorithm operations on 
binary images, Morphological algorithm operations on gray-scale images   

8. Image Segmentation: Detection of discontinuities, Edge linking and 
Boundary detection, Thresholding, Region based segmentation 

9. Image Representation and Description: Representation schemes, 
Boundary descriptors, Regional descriptors 

10. Introduction to Video Processing: Spatio-temporal sampling, inter 
frame and intraframe coding, motion estimation techniques, video 
compression standards.  

 



BOOKS 
 

Text Books: 
1. R.C.Gonsales R.E.Woods, “Digital Image Processing”, Second Edition, 

Pearson Education 
2. Anil K.Jain, “Fundamentals of Image Processing”, PHI 
3. K. R rao and J.J. Hawang, “Techniques and Standards for Video and 

Audio Coding”, Prentice Hall PTR  
 

References: 
1. William Pratt, “Digital Image Processing”, John Wiley 
2. Milan Sonka,Vaclav Hlavac, Roger Boyle, “Image Processing, Analysis, 

and Machine Vision” Thomson Learning 
3. N Ahmed & K.R. Rao, “Orthogonal Transforms for Digital Signal Processing” 

Springer  
4. B. Chanda, D. Dutta Majumder, “Digital Image Processing and Analysis”, PHI.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I

SUBJECT: MATHEMATICAL FOUNDATIONS OF COMPUTER SCIENCE
(ELECTIVE-I)

Lectures: 3 Hrs per week                  Theory: 100 Marks 
Objective:  
The purpose of this course is to develop mathematical foundations for computer 
science and computer engineering. In addition, applications of mathematical 
principles to computer science and engineering are presented. 
 
Pre-requisites:  
Knowledge of Theory of Computer Science, Discrete Structure and Graph Theory. 
 
DETAILED SYLLABUS 
 
 
1. Probability and Information Theory.  
    Introduction. Basic Concept of Probability. Properties. Basic Calculation.    
    Random Variables and their Probability Distributions. Birthday Paradox.  
    Information Theory. Redundancy in Natural Languages.  
2. Computational Complexity.  
    Introduction. Turing Machines. Deterministic Polynomial Time. Probabilistic  
    Polynomial Time. Non-deterministic Polynomial Time. Non-Polynomial Bounds.   
    Polynomial-time Indistinguishability.  
3. Algebraic Foundations.  
    Introduction. Groups. Rings and Fields. The Structure of Finite Fields. Group  
    Constructed Using Points on an Elliptic Curve.  
4. Number Theory.  
    Introduction. Congruences and Residue Classes. Euler's Phi Function. The  
    Theorems of Fermat, Euler and Lagrange. Quadratic Residues. Square Roots  
    Modulo Integer. Blum Integers.  
5. Fuzzy Logic  
    Operations of fuzzy sets, fuzzy arithmetic & relations, fuzzy relations equations, 
    MATLAB introduction, programming in MATLAB scripts, functions and their  
    Applications  
    Case study:  Development of fruit sorting system using fuzzy logic in MATLAB 
BOOKS 

 
Text Books: 

1. Modern Cryptography: Theory and Practice by Wenbo Mao, Low Price Edition, 
Pearson Education 

References:  
1. Fuzzy logic in engineering by T. J. Ross, Willey Publications 

2. Fuzzy sets theory and its applications, H.J. Zimmermann, Kluwer Academic 
Publications, 4th edition. 

3. Elements of Discrete  Mathematics, C.L.Liu, TMH, 2nd edition 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I 

 
SUBJECT: SOFTWARE PROJECT MANAGEMENT 

(ELECTIVE-I)
Lectures: 3 Hrs per week                  Theory: 100 Marks   
Objective:  
After successfully completing the module student should be : 
Capable of actively participating or successfully managing a software development 
project by applying project management concepts, able to demonstrate 
knowledge of project management terms and techniques  
 
Pre-requisites:  
Knowledge of Software Engineering. 
 
DETAILED SYLLABUS 
 
 

1. Introduction to Project Management: Importance of software project   
management, stages and stakeholders of a software project, elements of 
software project, Importance of software project management, Stages of 
Project, The Stakeholder of Project, Project Management Framework, Software 
Tools for Project Management. 

2. Project Planning: Integration Management, Scope Management, Stepwise 
Project Planning, Use of Software (Microsoft Project) to Assist in Project Planning 
Activities. 

3. Project Scheduling: Time Management, Project Network Diagrams, Use of 
Software (Microsoft Project) to Assist in Project Scheduling. 

4. Project Cost Management: Importance and Principles of Project Cost 
Management, Resource Planning, Cost Estimating, Cost Control, Use of Software 
(Microsoft Project) to assist in Cost Management. 

5. Project Quality Management: Quality of Information Technology Projects, Stages 
of Software Quality Management, Quality Standards, Tools and Techniques For 
Quality Control. 

6. Project Human Resources Management: Human Resources Management, Keys 
to Managing People, Organizational Planning, Issues in Project Staff Acquisition 
and Team Development, Using Software to Assist in Human Resource 
Management. 

7. Project Communication Management: Communications Planning, Information 
Distribution, Performance Reporting, Administrative Closure, Suggestions for 
Improving Project Communications, Using Software to Assist in Project 
Communications. 

8. Project Risk Management: The Importance of Project Risk Management, 
Common Sources of Risk in IT projects, Risk Identification, Risk Quantification, 
Risk Response Development and Control, Using Software to Assist in Project Risk 
Management.  

9. Project Procurement Management: Importance of Project Procurement 
Management, Procurement Planning, Solicitation, Source Selection, Contract 
Administration, Contract Close-out. 



10. Project Management Process Groups: Introduction to Project Management 
Process Groups, Project Initiation, Project Planning, Project Executing, Project 
Controlling and Configuration Management, Project Closing. 

 
BOOKS 

 
Text Books: 

1.Kathy Schwalbe, “Information Technology Project Management”, International 
Student Edition, THOMSON Course Technology 

2.Bob Hughes and Mike Cotterell, “Software Project Management” Third Ed., Tata 
McGraw-Hill 

3.Elaine Marmel, “Microsoft Office Project 2003 Bible”, Wiley Publishing Inc. 
 

References:  
1.Basics of Software Project Management, NIIT, Prentice-Hall India 
2.Pankaj Jalote, “Software Project Management in Practice”, Pearson Education 
3.S.A. Kelkar, “Software Project Management”, A Concise Study, Revised    
   Edition,PHI 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I 

 
SUBJECT: Laboratory Practice-I 

 
Practical: 6 Hrs per week    

 
Term Work: 100 Marks

              Oral: 50 marks               
DETAILED SYLLABUS 
 
 
Experiments/Assignments based on  

1. Advanced Software Engineering  
2. Net-Centric Computing   
3. Elective- I 

 
 The concerned subject in-charge should frame minimum of six laboratory     
 assignments, two from each subject. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM I 

 
SUBJECT: Seminar-I 

 
Practical: 4 Hrs per week    

 
Term Work: 100 Marks

 
DETAILED SYLLABUS 
 
 
Seminar on related state of the art topic of student’s own choice approved by the 
department. 
 
TERM WORK 
 
1.The term-work & presentation of the Seminar-I will be evaluated by 
departmental committee consisting of guide and two faculty members of the 
department appointed by Director/Principal of the college as per the 
recommendation of the Head of the Department. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM II 

SUBJECT: ADVANCED DATABASE MANAGEMENT SYSTEMS 

Lectures: 3 Hrs per week                  Theory: 100 Marks    
Objective: The course gives an overview of motivation and background of the 
new developments, and is intended as an introduction to the most important 
advances with respect to the classical relational database systems. 
 
Pre-requisites:  
Knowledge of Database Management System, Operating System. 
 
DETAILED SYLLABUS 
 
 
1. The Extended Entity Relationship Model and Object Model 
(a) The ER model revisited 
(b) Motivation for complex data types 
(c) User defined abstract data types and structured types 
(d) Subclasses 
(e) Superclasses 
(f) Inheritance 
(g) Specialization and generalization 
(h) Relationship types of degree higher than two 
 
2. Object–Oriented Databases 
(a) Overview of object–oriented concepts 
(b) Object identity 
(c) Object structure and type constructors 
(d) Encapsulation of operations 
(e) Methods and persistence 
(f) Type hierarchies and inheritance 
(g) Type extents and persistent programming languages 
(h) OODBMS architecture and storage issues 
(i) Transactions and concurrency control 
(j) Examples of ODBMS 
 
3. Object Relational and Extended Relational Databases 
(a) Database design for an ORDBMS 
(b) Nested relations and collections 
(c) Storage and access methods 
(d) Query processing and optimization 
(e) An overview of SQL3 
(f) Implementation issues for extended type 
(g) Systems comparison of RDBMS 
(h) OODBMS 
(i) ORDBMS 



 
 
4. Paralled and Distributed Databases and Client–Server Architecture 
(a) Architectures for parallel databases 
(b) Parallel query evaluation 
(c) Parallelizing individual operations 
(d) Sorting Joins 
(e) Distributed database concepts 
(f) Data fragmentation 
(g) Replication and allocation techniques for distributed database design 
(h) Query processing in distributed databases 
(i) Concurrency control and recovery in distributed databases 
(j) An overview of client–server architecture 
 
5. Enhanced Data Models for Advanced Applications 
(a) Active database concepts 
(b) Temporal database concepts 
(c) Spatial databases: concept and architecture 
(d) Deductive databases and query processing 
(e) Mobile databases 
(f) Geographic information systems 
 
BOOKS 

 
Text Books: 

1.Elmsari and Navathe, Fundamentals of Database Systems 
2.Ramakrishnan and Gehrke, Database Management Systems.  

References:  
1. Korth, Silberschatz, Sudarshan, Database System Concepts 
2. Rob and Coronel, Database Systems: Design, Implementation and Management
3. Date and Longman, Introduction to Database Systems  

 
 

 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM II 

 
SUBJECT: WEB ENGINEERING 

Lectures: 3 Hrs per week                  Theory: 100 Marks   
Objective:  
Provides an introduction to the discipline of Web Engineering. This course aims to 
introduce the methods and techniques used in Web-based system development. 
In contrast to traditional Software Engineering efforts, Web Engineering methods 
and techniques incorporate unique aspects of the problem domain such as: 
document oriented delivery, fine-grained lifecycles, user-centric development, 
client-server legacy system integration and diverse end user skill levels.  
 
Pre-requisites:  
Knowledge of both Internet communication concepts and an introductory 
programming knowledge (Java & Javascript). 
 
DETAILED SYLLABUS 
 
1. An Introduction to Web Engineering: Categories of Web Applications, 

Characteristics of Web  
2. Requirements Engineering for Web Applications: Requirements, 

Engineering Activities, RE Specifics in Web Engineering, Principles for RE of 
Web, Adapting RE Methods to Web Application Development, Requirement 
Types. 

3. Modeling Web Applications: Modeling Specifics in Web Engineering, Levels, 
Aspects, Phases,  

4. Customization, Modeling Requirements, Content Modeling, Hypertext Modeling, 
Presentation Modeling, Customization Modeling, Methods and Tools. 

5. Web Application Architectures: Fundamentals, Specifics of Web Application 
Architectures, Components of a Generic Web Application Architecture, Layered 
Architectures, Data-aspect Architectures.  

6. Technology-aware Web Application Design: Web Design from an 
Evolutionary Perspective,  Presentation Design, Interaction Design, Functional 
Design, Context-aware Applications,  Device-independent Applications, 
Reusability. 

7. Technologies for Web Applications: Client/Server Communication on the 
Web, Client-side Technologies, Document-specific Technologies, Server-side 
Technologies. 

8. Testing Web Applications: Fundamentals, Test Specifics in Web 
Engineering, Test Approaches, Test Scheme, Test Methods and Techniques, 
Test Automation.    

9. Operation and Maintenance of Web Applications: Challenges Following 
the Launch of a Web Application, Promoting a Web Application, Content 
Management, Usage Analysis, From Software Project Management to Web 
Project Management. 

10. Web Project Management: Challenges in Web Project Management, 
Managing Web Teams, Managing the Development Process of a Web 
Application.    



11. The Web Application Development Process: Requirements for a Web 
Application Development Process, Analysis of the Rational Unified Process, 
Analysis of Extreme Programming. 

12. Usability of Web Applications: Design Guidelines, Web Usability 
Engineering Methods, Web Usability Engineering Trends. 

13. Performance of Web Applications: System Definition and Indicators, 
Characterizing the Workload, Representing and Interpreting Results, 
Performance Optimization Methods. 

14. Security for Web Applications: Aspects of Security, Encryption, Digital 
Signatures and Certificates, Secure Client/Server-Interaction, Client Security 
Issues, Service Provider Security Issues. 

15. The Semantic Web – The Network of Meanings in the Network of 
Documents: Fundamentals of the Semantic Web, Technological Concepts, 
Specifics of Semantic Web Applications.  

 
 
BOOKS 

 
Text Books: 

1. Gerti Kappel, Birgit Pr ¨ oll, Siegfried Reich, Werner Retschitzegger, “Web 
Engineering: The Discipline of Systematic Development of Web Applications”, 
John Wiley 

2. Pressman, Roger S. and Lowe, David, “Web Engineering: A Practioner's 
Approach”,McGraw-Hill Higher Education 

 
References: 

1. Mishra, “Web Engineering And Applications”, Macmillan Publishers India 
2. Emilia Mendes, and Nile Mosley, “Web Engineering”, Springer 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM II

SUBJECT: Parallel Computing 

Lectures: 3 Hrs per week                  Theory: 100 Marks  
Objective:  
Upon completion of this course students will be able to understand and employ 
the fundamental concepts and mechanisms which form the basis of the design of 
parallel computation models and algorithms, recognize problems and limitations to 
parallel systems, as well as possible solutions 
 
Pre-requisites:  
Computer architecture, Data structures.
DETAILED SYLLABUS 
 
1.Introduction: 
   Need, Models of computation, SISD, MISD,SIMD-Shared Memory SIMD,      
   Interconnection network SIMD, MIMD, Programming MIMD, Special Purpose      
   Architecture, Analysis of algorithm, Running time, No of processors, Cost, Other  
   Measures-Area, Length, Period, Expressing Algorithm. 
2.Parallel processing: 
   parallel computer structure, designing of parallel algorithms, analyzing        
   algorithms, general principles of parallel computing. 
3. Parallel sorting algorithms  
    Batcher’s bitonic sort, Bitonic sort using the perfect Shuffle, parallel bubble sort, 
    Odd- even transpose sort, Tree sort. 
4. Quick Sort:  
    Parallel Quick sort for CRCW PRAM, Parallel formulation for practical  
    architectures,Shared Address space parallel formulation, message passing  
    parallel formulation, pivot selection. 
5. Sorting: 
    Sorting on the CRCW, CRFW, EREW models, searching a sorted sequence,  
    CREW,CRCW & EREW searching, searching on a random sequence EREW,  
    ERCW, CREW & CRCW searching on SIMD computers, searching on a Tree,  
    mesh, A Network for merging, merging on the CRFW, ERFW models 
6. Computing Fourier Transforms: 
    Computing the DFT in parallel, a parallel FFT algorithm.
BOOKS 

 
References:  

1. Design & Analysis of Parallel Algorithm by Salim & Akil, PHI. 

2. Design Efficient Algorithm for Parallel Computers by Michel J. Quinn, TMH. 

 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM II

SUBJECT: SOFT COMPUTING 

Lectures: 3 Hrs per week                  Theory: 100 Marks  
Objective: 
 By the end of the course a student is expected to become able to apply Genetic 
Algorithms, Fuzzy Logic and Artificial Neural Networks as computational tools to 
solve a variety of problems in their area of interest ranging from Optimization 
problems to Pattern recognition and control tasks. 
 
Pre-requisites:  
The prerequisite for this course is a basic understanding of problem solving, 
design and analysis of algorithms and computer programming. A prior course in 
Artificial Intelligence will be an advantage. 
 
DETAILED SYLLABUS 
 
1. Introduction to soft computing, Biological Neuron, Artificial Neuron, 

Characteristics of Neural Network, Neural Network Architectures, Learning in 
Neural Networks, Various learning Methods and Learning Rules, Single layer 
Perceptron, training and classification, Linear Separable classification, 
Applications of Neural Networks for Pattern Recognition, Classification and 
Clustering. 

2. Introduction to Multilayer Perceptron, various activation functions, Delta and 
Generalized Delta Learning rule, Error Back Propagation training and algorithm, 
Counter Propagation Network, Boltzman Machine.  

3. Recurrent Network, configuration, stability, Associative Memory: Concepts, 
performance analysis, BAM, ART. 

4. Self-organizing Networks: Unsupervised Learning, Self-organized Map. 
5. Introduction to fuzzy sets and fuzzy logic systems, Fuzzy set definitions, 

operations, Fuzzy rules, Fuzzy reasoning. Fuzzy inference systems, Fuzzy 
models.  

6. Introduction to Genetic Algorithms, Biological Inspiration, The Genetic 
Algorithm, Genetic Operators, Genetic Algorithm through example, Sample 
problems, Genetic Algorithm Implementation, Tweaking the Parameters and 
Process, Various Problems with Genetic Algorithm. 

7. Applications of Neural Network, Fuzzy Logic, Genetic Algorithms: Signal 
Processing, Image Processing, Pattern Recognitions, communication 
systems, Biological Sequence Alignment and Drug Design, Robotics and 
Sensors, Information Retrieval Systems, Share Market Analysis, Natural 
Language Processing. 

 
BOOKS 

 
Text Books: 

1. J.M.Zurda, “Introduction to Artificial Neural Networks”, Jaico Publishing House. 
2. D. E. Goldberg, “Genetic Algorithms in Search and Optimization, and Machine 

Learning”, Addison-Wesley, 1989. 



3. Jang, Sun, & Mizutani, “Neuro-Fuzzy and Soft Computing”, PHI.  

4. M. Mitchell, “An Introduction to Genetic Algorithms”, Prentice-Hall, 1998. 

 
References: 

1. S. Haykin, “Neural Networks”, Pearson Education, 2nd Ed., 2001.  
2. Klir & Yuan, “Fuzzy Sets and Fuzzy Logic”, PHI, 1997.  
3. Chin-Teng Lin & C. S. George Lee, “Neural Fuzzy Systems”, Prentice Hall PTR. 
4. S. Rajasekaran & G. A. V. Pai, “Neural Networks, Fuzzy logic, and Genetic 

Algorithms”, PHI.  
5. V. Kecman, “Learning and Soft Computing”, MIT Press, 2001.  

6. S. N. Sivanandam & S. N. Deepa, Principles of Soft Computing, Wiley - India, 
2007 

7. D. E. Goldberg, Genetic Algorithms in Search, Optimization, and Machine 
Learning, Addison-Wesley, 1989. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM II

SUBJECT: SOFTWARE TESTING AND QUALITY ASSURANCE 
(ELECTIVE-II)

Lectures: 3 Hrs per week                  Theory: 100 Marks
Objective:  
After successfully completing the module student should be apply the testing 
fundamentals and testing skill to validate and verify the software system, also able 
to demonstrate knowledge of testing strategies by applying the different testing 
tools. 
 
Pre-requisites:  
Knowledge of Software Engineering. 
 
DETAILED SYLLABUS 
 

1. Software Testing Background:  Infamous Software Error Case Studies, 
What Is a Bug? Why Do Bugs Occur? The Cost of Bugs, What Exactly Does 
a Software Tester Do? What Makes a Good Software Tester? The Software 
Development Process, Product Components, Software Project Staff, 
Software Development Lifecycle, Models, The Realities of Software Testing, 
Testing Axioms, Software Testing Terms and Definitions. 

2. Testing Fundamentals : Examining the Specification, Performing a High-
Level Review of the Specification, Low-Level Specification, Test Techniques, 
Black-Box Testing, Test-to-Pass and Test-to-Fail, Equivalence Partitioning, 
Data Testing, State Testing, Other Black-Box Test Techniques, Examining 
the Code, Static White-Box Testing: Examining the Design and Code, 
Formal Reviews, Coding Standards and Guidelines, Generic Code Review, 
Checklist,  Testing the Software with X-Ray Glasses, Dynamic White-Box 
Testing, Dynamic White-Box Testing Versus Debugging, Testing the Pieces, 
Data Coverage, Code Coverage 

3. Applying Testing Skills: Configuration Testing, An Overview of Configuration 
Testing, Approaching the Task, Obtaining the Hardware, Identifying 
Hardware Standards, Configuration Testing Other Hardware, Compatibility 
Testing, Compatibility Testing Overview, Platform and Application Versions, 
Standards and Guidelines, Data Sharing Compatibility,  Foreign-Language 
Testing, Making the Words and Pictures Make Sense, Translation Issues, 
Localization Issues, Configuration and Compatibility Issues, How Much 
Should You Test? Usability Testing, User Interface Testing, ,What Makes a 
Good UI?, Testing for the Disabled: Accessibility Testing,  

4. Testing the Documentation: Types of Software Documentation, The 
Importance of Documentation Testing, What to Look for When Reviewing 
Documentation, The Realities of Documentation Testing, Testing for 
Software Security, War Games the Movie, Understanding the Motivation, 
Threat Modeling, Is Software Security a Feature? Is Security Vulnerability a 
Bug? Understanding the Buffer Overrun, Using Safe String Functions, 
Computer Forensics, Website Testing, Web Page Fundamentals, Black-Box 
Testing, Gray-Box Testing, White-Box Testing, Configuration and 
Compatibility Testing, Usability Testing, Introducing Automation. 



5. Supplementing  Testing: Automated Testing and Test Tools ,The Benefits of 
Automation and Tools, Test Tools, Software Test Automation, Random 
Testing, Realities of Using Test Tools and Automation, Bug Bashes and Beta 
Testing, Having Other People Test Your Software, Test Sharing, Beta 
Testing, Outsourcing Your Testing  

6. Working with Test Documentation: Planning Your Test Effort, The Goal of 
Test Planning, Test Planning, Writing and Tracking Test Cases, The Goals of 
Test Case Planning, Test Case Planning Overview, Test Case Organization 
and Tracking, Reporting What You Find, Getting Your Bugs Fixed, Isolating 
and Reproducing Bugs, Not All Bugs Are Created Equal, A Bug's Life Cycle, 
Bug-Tracking Systems , Measuring Your Success, Using the Information in 
the Bug Tracking Database 

7. The Future: Software Quality Assurance, Quality Is Free, Testing and 
Quality Assurance in the Workplace, Test Management and Organizational 
Structures, Capability Maturity Model (CMM),ISO 9000, Software Quality 
and Software Metrics. 

BOOKS 
 

References:  
1.Ron Patton, “Software Testing”, Pearson publication. 
2.Roger S Pressman, “Software Engineering: A Practitioner's Approach” 6th  

   Edition, McGraw Hill,2005. 
3.Marine Hutcheson, “Software Testing Fundamentals: Methods and Metrics”,  
   John Wiley Publication,2003. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM II

SUBJECT: CRYPTOGRAPHY AND NETWORK SECURITY 
(ELECTIVE-II)

Lectures: 3 Hrs per week                 Theory: 100 Marks   
Objective:  
The course introduces the principles of number theory and the practice of network 
security and cryptographic algorithms. At the end of the course the student will 
understand: Data Encryption Standard and algorithms, IP and Web Security, 
Protocols for secure electronic commerce, Concepts of Digital Watermarking and 
Steganography. 
 
Pre-requisites:  
Probability  theory and Discrete Mathematics 
 
DETAILED SYLLABUS 
 
 
1. Foundations of Cryptography and Security Ciphers and Secret Messages, 

Security Attacks and Services 
2. Mathematical Tools for Cryptography Substitutions and Permutations, Modular 

Arithmetic, Euclid!s Algorithm, Finite Fields, Polynomial Arithmetic, Discrete 
Logarithms 

3. Conventional Symmetric Encryption Algorithms Theory of Block Cipher Design 
Feistel Cipher Network Structures, DES and Triple DES, Modes of Operation 
(ECB,CBC, OFB,CFB), Strength (or Not) of DES 

4. Modern Symmetric Encryption Algorithms IDEA, CAST, Blowfish, Twofish, RC2, 
RC5, Rijndael (AES) Key Distribution 

5. Stream Ciphers and Pseudo Random Numbers, Pseudo random sequences, 
Linear Congruential Generators, Cryptographic Generators, Design of Stream 
Cipher, One Time Pad 

6. Public Key Cryptography, Prime Numbers and Testing for Primality, Factoring 
Large Numbers, RSA, Diffie-Hellman, ElGamal, Key Exchange Algorithms, 
Public-Key Cryptography Standards 

7. Hashes and Message Digests Message Authentication, MD5, SHA, RIPEMD, 
HMAC 

8. Digital Signatures, Certificates, User Authentication, Digital Signature Standard 
(DSS and DSA), Security Handshake Pitfalls, Elliptic Curve Cryptosystems 

9. Authentication of Systems Kerberos V4 and V5, X.509 Authentication Service 
10. Electronic Mail Security Pretty Good Privacy (PGP), S/MIME, X.400 
11. 12 3/28 IP and Web Security Protocols IPSec and Virtual Private Networks, 

Secure Sockets and Transport Layer (SSL and TLS) 
12. Electronic Commerce Security, Electronic Payment Systems, Secure Electronic 

Transaction (SET), CyberCash, iKey Protocols, Ecash (DigiCash) 
13. Intrusion detection – password management – Viruses and related Threats – 

Virus Counter measures – Firewall Design Principles – Trusted Systems 
14. Digital Watermarking and Steganography, Biometrics for security- signature 

verification, figure print recognition, voice recognition, Iris recognition system. 
 



BOOKS 
 

Text Books: 
1. William Stalling, “Cryptography and Network Security, Principles and 

Practice”, Pearson/PHI Publication 
2. B A Forouzan, “Cryptography and Network Security”, TMH 

 
References:  

1. Bruce Schneier, “Applied Cryptography”, John Wiley & Sons Inc 
2. Charles B. Pfleeger, Shari Lawrence Pfleeger, “Security in Computing”, 

Pearson Education 
3. D Denning, “Cryptography and Data Security”, Addision-Welesly 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM II

SUBJECT: PATTERN RECOGNITION 
(ELECTIVE-II) 

Lectures: 3 Hrs per week                 Theory: 100 Marks   
Objective: This course teaches the fundamentals of techniques for classifying 
multi-dimensional data, to be utilized for problem-solving in a wide variety of 
applications, such as engineering system design, manufacturing, technical and 
medical diagnostics, image processing, economics, and psychology. 
Pre-requisite: Linear Algebra, Probability and Statistics
DETAILED SYLLABUS 
1. Introduction: Machine perception, Pattern recognition systems, Design cycle, 

Learning and Adaptation  
2. Bayesian Decision Theory: Bayesian decision theory: Continuous features, 

Minimum-error rate classification, classification, Classifiers, Discriminant 
functions and Decision surfaces, Normal density, Discriminant functions for 
normal density, Bayes Decision theory: discrete features 

3. Maximum-Likelihood and Bayesian Parameter Estimation: Maximum 
likelihood estimation, Bayesian estimation, Bayesian parameter estimation: 
Gaussian caseand General theory, Prolems of dimentionality, Hidden Markov 
Model 

4. Nonparametric Techniques: Density estimation, Parzen windows, kn-
Nearest-Neighbor estimation, Nearest-Neighbor rule, Matrics and Nearest-
Neighbor classification 

5. Linear Discriminants Functions: Linear discriminant functions and decision 
surfaces, Generalised linear discriminant functions, 2-Category linearly 
separable case, Minimising the Perceptron criterion function, Relaxation 
procedure, Non-separable behavior, Minimum squared error procedure, Ho-
Kashyap procedures, Multicategory generalizations 

6. Nonmetric Methods: Decision tree, CART, ID3, C4.5, Gramatical methods, 
Gramatical interfaces 

7. Algorithm Independent Machine Learning: Lack of inherent superiority of 
any classifier, Bias and Variance, Resampling for estimating statistic, 
Resampling for classifier design, Estimating and comparing classifiers, 
Combining classifiers 

8. Unsupervised Learning and Clustering:  Mixture densities and 
Identifiability, Maximum-Likelihood estimations, Application to normal mixtures, 
Unsupervised Bayesian learning, Data description and clustering criterion 
function for clustering, Hierarchical clustering 

9. Applications of Pattern Recognition 
BOOKS 

Text Books: 
 

1. Duda, Hart, and Stock, “Pattern Classification”, John Wiley and Sons. 
2. Gose, Johnsonbaugh and Jost, “Pattern Recognition and Image analysis”, PHI 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM II

SUBJECT: Mobile Computing 
(ELECTIVE-II)

Lectures:  Hrs per week                    Theory: 100 Marks   
Objective:  
After successful completion of the course student should get knowledge about: 
Mobile Computing Architecture, mobile technologies: GSM, Bluetooth, GPRS, 
CDMA and should be capable to develop mobile computing applications.  
 
Pre-requisites:  
Knowledge of Computer Networks. 
 
DETAILED SYLLABUS 
1.Introduction: Mobile Computing, Dialogue Control, Networks, Middleware and   
   Gateways, Application and Services, Developing Mobile Computing Applications, 

Security in Mobile Computing. 
2.Mobile Computing Architecture: Internet – The Ubiquitous Network, Architecture 

for Mobile Computing, Three-Tier Architecture, Design considerations for Mobile 
Computing, Mobile Computing through Internet, Making Existing Applications 
Mobile-Enabled.   

3.Emerging Technologies: Introduction, Bluetooth, Radio Frequency     
   Identification, Wireless Broadband, Mobile IP, IPV6, Java card. 
4 Mobile Transport Layer: Traditional TCP -  Congestion Control, Slow Start, Fast 

Retransmit/Fast Recovery, Implications on Mobility, Classical TCP Improvements 
- Indirect TCP, Snooping TCP, Mobile TCP, Fast Retransmit/Fast Recovery, 
Transmission/Time-Out Freezing, Selective Retransmission, Transaction Oriented 
TCP. 

5.Support for Mobility: File Systems – Consistency, Coda, Little work, Ficus, Mio-
NFS, Rover, World Wide Web - Hypertext Transfer Protocol, Hypertext Markup 
Language, Some Approaches that Might Help Wireless Access, System 
Architectures, Wireless Application Protocol -  Architecture, Wireless Datagram 
Protocol, Wireless Transport Layer Security, Wireless Transaction Protocol, 
Wireless Session Protocol, Wireless Application Environment, Wireless Markup 
Language, WML script, Wireless Telephony Application, Push Architecture, 
Push/Pull Services. 

6.Global System for Mobile Communications (GSM):  Global System for 
Mobile Communications, GSM Architecture, GSM Entities, Call Routing 
in GSM, PLMN Interfaces, GSM Addresses and Identifiers, Network 
Aspects in GSM, GSM Frequency Allocation, Authentication and 
Security. 

7.General Packet Radio Service (GPRS): Introduction, GPRS and Packet  
Data Network, GPRS Network Architecture, GPRS Network Operations, 
Data Services in GPRS, Applications for GPRS, Limitations of GPRS, 
Billing and Charging in GPRS. 

8.CDMA and 3G: Introduction, Spread-Spectrum Technology, Is-95, 
CDMA versus GSM, Wireless Data, Third Generation Networks, 
Applications on 3G. 

9.Security Issues in Mobile Computing: Introduction, Information 



Security, Security Techniques and Algorithms, Security Protocols, 
Public Key Infrastructure, Trust, Security Models, Security Frameworks 
for Mobile Environment. 

BOOKS 
Text Books: 

1. Talukder Asoke K. and Yavagal Roopa R ,” Mobile Computing  
 (Technology, Applications and Service Creation) “,Tata Mcgraw-Hill.  

2. Jochen Schiller, Addison-Wesley, “Mobile Communications “,2nd 
Edition. 

 
 

 
 



 
M.E. COMPUTER SCIENCE & ENGINEERING 

FIRST YEAR TERM II 
 

SUBJECT: LABORATORY PRACTICE-II 
 

Practical: 6 Hrs per week    
 

Term Work: 100 Marks
             Oral: 50 marks               

DETAILED SYLLABUS 
 
 
Experiments/Assignments based on  
1. Advanced Database Management Systems  
2.  Soft Computing  
3.  Elective- II 
 
 The concerned subject in-charge should frame minimum of six laboratory     
 assignments, two from each subject. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
FIRST YEAR TERM II

SUBJECT: SEMINAR-II 

Practical: 4 Hrs per week    
 

Term Work: 100 Marks
 

DETAILED SYLLABUS 
 
 
Seminar on related state of the art topic of student’s own choice approved by the 
department. 
 
TERM WORK 
 
1. The term-work & presentation of the Seminar-II will be evaluated by 

departmental committee consisting of guide and two faculty members of the 
department appointed by Director/Principal of the college as per the 
recommendation of the Head of the Department. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
SECOND YEAR TERM I

SUBJECT: SEMINAR-III 

Practical: 4 Hrs per week    
 

Term Work: 50 Marks
                               Oral: 50 Marks 

 
DETAILED SYLLABUS 
 
 
Seminar on special topic. The topic should be on any of the area not included in 
the regular curriculum. The report should include detailed study of specific 
concept (i.e. analysis, design & implementation.). This can be a theoretical study 
or practical implementation approved by the department/guide. 
 
 
TERM WORK 
 
1. Seminar-III should be conducted at the end of Second Year Term I. 
2. The term-work of the Seminar-III will be evaluated by departmental 

committee consisting of guide and two faculty members of the department 
appointed by Director/Principal of the college as per the recommendation of 
the Head of the Department. 

3. The Seminar-III presentation will be evaluated by examiners appointed by 
University, one of which should be the guide. 

4. Student must submit the Seminar Report in the form of soft bound copy 
5. The marks of seminar-III should be submitted at the end of Second Year Term 

I to the University. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



M.E. COMPUTER SCIENCE & ENGINEERING 
SECOND YEAR TERM I

SUBJECT: PROJECT STAGE-I 

Practical: 18 Hrs per week    
 

Term Work: 100 Marks
 

DETAILED SYLLABUS 
 
Project will consist of a system Development in Software/Hardware. Project Work 
should be carried out using Software Engineering principles and practices. 
 
TERM WORK 
The term-work of the Project Stage-I will be evaluated by departmental 
committee consisting of guide and two faculty members of the department 
appointed by Director/Principal of the college as per the recommendation of the 
Head of the Department. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

M.E. COMPUTER SCIENCE & ENGINEERING 
SECOND YEAR TERM II

SUBJECT: PROGRESS SEMINAR 

   Term Work: 50 Marks
 

1. Progress Seminar should be conducted in the middle of Second Year Term II. 
2. The Progress Seminar Term-Work will be evaluated by departmental 

committee consisting of guide and two faculty members of the department 
appointed by Director/Principal of the college as per the recommendation of 
the Head of the Department. 

3. Student must submit the progress report in the form of soft bound copy. 
4. The marks of progress seminar should be submitted along with the marks of 

Project Stage-II. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

M.E. COMPUTER SCIENCE & ENGINEERING 
SECOND YEAR TERM II

SUBJECT: PROJECT STAGE-II 

Practical: 18 Hrs per week    Term Work: 150 Marks
           Oral:100 Marks 

DETAILED SYLLABUS 
This is continuation of Project Stage-I. The complete System Development in 
software/hardware carried out using Software Engineering principles and practices 
is expected. It should be a working system either software or hardware or 
combination of both.  
 
He/she has to present/publish atleast one paper in reputed National/International 
Journal/Conference on his/her Project work before submission of his/her 
Thesis/Dissertation. 
 
TERM WORK 
1. The Term Work of Project Stage –II will be assessed jointly by the pair of 

Internal (Guide) and External examiner along with oral examination of the 
same. 

 
 


