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List of Electives 

 
Elective-II 
S.No. Paper Code  Paper Name  
1. TCS 021 Computational Geometry 
2. TCS 022 Computational Complexity 
3. TCS 023 Parallel Algorithms 
4. TIT 701 Cryptography & Network Security 
 
Elective-III 
1. TCS 031 Data Mining & Data Warehousing 
2. TCS 032 Distributed Database 
3. TCS 033 Bioinformatics 
4. TCS 034 Data Compression 
 
Elective-IV 
1. TCS 041 Real Time System 
2. TCS 042 Software Project Management 
3. TCS 043 Software Quality Engineering 
4. TCS 044 Embedded Systems   
 
Elective-V 
1. TCS 051 Neural Networks 
2. TCS 052 Fuzzy Systems 
3. TCS 053 Natural Language Processing 
4. TCS 054 Mobile Computing  



(TCS-701/ TIT-503) INTRODUCTION TO WEB TECHNOLOGY 
 
 

UNIT I: Introduction and Web Development Strategies 
History of Web, Protocols governing Web, Creating Websites for individual and 
Corporate World, Cyber Laws, Web Applications, Writing Web Projects, Identification 
of Objects, Target Users, Web Team, Planning and Process Development. 
 
UNIT II: HTML, XML and Scripting 
 List, Tables, Images, Forms, Frames, CSS Document type definition, XML schemes, 
Object Models, Presenting XML, Using XML Processors: DOM and SAX, Introduction 
to Java Script, Object in Java Script, Dynamic HTML with Java Script. 
 
UNIT III: Java Beans and Web Servers 
Introduction to Java Beans, Advantage, Properties, BDK, Introduction to EJB, Java 
Beans API Introduction to Servelets, Lifecycle, JSDK, Servlet API, Servlet Packages: 
HTTP package, Working with Http request and response, Security Issues. 
 
UNIT IV: JSP 
Introduction to JSP, JSP processing, JSP Application Design, Tomcat Server, Implicit 
JSP objects, Conditional Processing, Declaring variables and methods, Error Handling 
and Debugging, Sharing data between JSP pages- Sharing Session and Application Data. 
 
UNIT V: Database Connectivity 
Database Programming using JDBC, Studying Javax.sql.*package, accessing a database 
from a JSP page, Application-specific Database Action, Developing Java Beans in a JSP 
page, introduction to Struts framework. 
 
 
Books: 

1. Burdman, “Collaborative Web Development” Addison Wesley. 
2. Chris Bates, “Web Programing Building Internet Applications”, 2nd Edition, 

WILEY, Dreamtech 
3. Joel Sklar , “Principal of web Design” Vikash and Thomas Learning 
4. Horstmann, “CoreJava”, Addison Wesley. 
5. Herbert Schieldt, “The Complete Reference:Java”, TMH. 
6. Hans Bergsten, “Java Server Pages”, SPD O’Reilly 

 
 
 
 
 
 
 
 
 



(TCS-702) DIGITAL IMAGE PROCESSING 
 

          
UNIT-I 
Introduction and Fundamentals 
Motivation and Perspective, Applications, Components of Image Processing System, 
Element of Visual Perception, A Simple Image Model, Sampling and Quantization.  
Image Enhancement in Spatial Domain  
Introduction; Basic Gray Level Functions – Piecewise-Linear Transformation Functions: 
Contrast Stretching; Histogram Specification; Histogram Equalization; Local 
Enhancement; Enhancement using Arithmetic/Logic Operations – Image Subtraction, 
Image Averaging; Basics of Spatial Filtering;  Smoothing - Mean filter, Ordered Statistic 
Filter; Sharpening – The Laplacian.    

UNIT-II 
Image Enhancement in Frequency Domain 
Fourier Transform and the Frequency Domain, Basis of Filtering in Frequency Domain, 
Filters – Low-pass, High-pass; Correspondence Between Filtering in Spatial and 
Frequency Domain; Smoothing Frequency Domain Filters – Gaussian Lowpass Filters; 
Sharpening Frequency Domain Filters – Gaussian Highpass Filters; Homomorphic 
Filtering.   
Image Restoration 
A Model of Restoration Process, Noise Models, Restoration in the presence of Noise 
only-Spatial Filtering – Mean Filters: Arithmetic Mean filter, Geometric Mean Filter, 
Order Statistic Filters – Median Filter, Max and Min filters;  Periodic Noise Reduction by 
Frequency Domain Filtering – Bandpass Filters; Minimum Mean-square Error 
Restoration.  
 
UNIT-III  
Color Image Processing 
Color Fundamentals, Color Models, Converting Colors to different models, Color 
Transformation, Smoothing and Sharpening, Color Segmentation. 
Morphological Image Processing 
Introduction, Logic Operations involving Binary Images, Dilation and Erosion, Opening 
and Closing, Morphological Algorithms – Boundary Extraction, Region Filling, 
Extraction of Connected Components, Convex Hull, Thinning, Thickening 

UNIT-IV  
Registration 
Introduction, Geometric Transformation – Plane to Plane transformation, Mapping, 
Stereo Imaging – Algorithms to Establish Correspondence, Algorithms to Recover Depth 
Segmentation 
Introduction, Region Extraction, Pixel-Based Approach, Multi-level Thresholding, Local 
Thresholding, Region-based Approach, Edge and Line Detection: Edge Detection, Edge 
Operators, Pattern Fitting Approach, Edge Linking and Edge Following, Edge Elements 



Extraction by Thresholding, Edge Detector Performance, Line Detection, Corner 
Detection. 

 

UNIT-V 
Feature Extraction 
Representation, Topological Attributes, Geometric Attributes 
Description 
Boundary-based Description, Region-based Description, Relationship. 
Object Recognition 
Deterministic Methods, Clustering, Statistical Classification, Syntactic Recognition, Tree 
Search, Graph Matching 
 
Books: 

1. Digital Image Processing 2nd Edition, Rafael C. Gonzalvez and Richard E. 
Woods. Published by: Pearson Education. 

2. Digital Image Processing and Computer Vision, R.J. Schalkoff. Published by: 
John Wiley and Sons, NY. 

3. Fundamentals of Digital Image Processing, A.K. Jain. Published by Prentice 
Hall, Upper Saddle River, NJ.  

 
 

(TCS-021) COMPUTATIONAL GEOMETRY 
 

 
UNIT-I 
Convex hulls: construction in 2d and 3d, lower bounds; Triangulations: polygon 
triangulations, representations, point-set triangulations, planar graphs; 
 
UNIT-II 
Voronoi diagrams: construction and applications, variants; Delayney triangulations: 
divide-and-conquer, flip and incremental algorithms, duality of Voronoi diagrams, min-
max angle properties; 
 
UNIT-III 
Geometric searching: point-location, fractional cascading, linear programming with prune 
and search, finger trees, concatenable queues, segment trees, interval trees; Visibility: 
algorithms for weak and strong visibility, visibility with reflections, art-gallery problems; 
 
UNIT-IV  
Arrangements of lines: arrangements of hyper planes, zone theorems, many-faces 
complexity and algorithms; Combinatorial geometry: Ham-sandwich cuts. 
 
UNIT-V 



Sweep techniques: plane sweep for segment intersections, Fortune's sweep for Voronoi 
diagrams, topological sweep for line arrangements; Randomization in computational 
geometry: algorithms, techniques for counting; Robust geometric computing; 
Applications of computational geometry;  
 
Books: 

1. Computational Geometry: An Introduction by Franco P. Preparata and 
Michael Ian Shamos; SpringerVerlag, 1985. 

2. Computational Geometry, Algorithms and Applications by Mark de Berg, 
Marc van Kreveld, Mark Overmars, and Otfried Schwarzkopf;  Springer-
Verlag, 1997. from Springer. 

3. Algorithmische Geometrie (auf deutsch)by Rolf Klein Addison-Wesley, 1996  
4. Computational Geometry and Computer Graphics in C++  by Michael J. 

Laszlo (Nova Southeastern University) Prentice-Hall, 1996. 
5. Computational Geometry: An Introduction Through Randomized Algorithms  

by Ketan Mulmuley Prentice-Hall, 1994  
6. Computational Geometry in C by Joseph O'Rourke Cambridge University 

Press, second edition, 1998.  
 

7.  Source code (in both C and Java) and errata  
a) Computational Geometry applet illustrating several pieces of code from 

the book  
b) Information about the first edition is still available.  

 

(TCS-022)  COMPUTATIONAL COMPLEXITY 
 

 
UNIT-I 
Models of Computation, resources (time and space), algorithms, computability, 
complexity. 
 
UNIT-II 
Complexity classes, P/NP/PSPACE, reductions, hardness, completeness, hierarchy, 
relationships between complexity classes. 
 
UNIT-III 
Randomized computation and complexity; Logical characterizations, incompleteness; 
Approximability. 
 
UNIT-IV 
Circuit complexity, lower bounds; Parallel computation and complexity; Counting 
problems; Interactive proofs. 
 
UNIT-V 



Probabilistically checkable proofs; Communication complexity; Quantum computation  
 
Books: 

1. Combinatorial Optimization: Algorithms and Complexity (Hardcover)  
by Christos H. Papadimitriou. 

2. Complexity Theory: A Modern Approach Sanjeev Arora and Boaz Barak 
3. Computability and Complexity Theory (Texts in Computer Science) 

(Hardcover) by Steven Homer (Author), Alan L. Selman (Author) Publisher: 
Springer; 1 edition. 

 
 

(TCS-023) PARALLEL ALGORITHMS 
 

 
Unit-I: 
Sequential model, need of alternative model, parallel computational models such as 
PRAM, LMCC, Hypercube, Cube Connected Cycle, Butterfly, Perfect Shuffle 
Computers, Tree model, Pyramid model, Fully Connected model, PRAM-CREW, EREW 
models, simulation of one model from another one. 
 
Unit-II: 
 Performance Measures of Parallel Algorithms, speed-up and efficiency of PA, Cost-
optimality, An example of illustrate Cost-optimal algorithms- such as summation, 
Min/Max on various models. 
 
Unit-III: 
Parallel Sorting Networks, Parallel Merging Algorithms on CREW/EREW/MCC/, 
Parallel Sorting Networks on CREW/EREW/MCC/, linear array 
 
Unit-IV: 
Parallel Searching Algorithm, Kth element, Kth element in X+Y on PRAM, Parallel 
Matrix Transportation and Multiplication Algorithm on PRAM, MCC, Vector-Matrix 
Multiplication, Solution of Linear Equation, Root finding. 
 
Unit-V: 
Graph Algorithms - Connected Graphs, search and traversal, Combinatorial Algorithms-  
Permutation, Combinations, Derrangements. 
 
 
Books: 

1. M.J. Quinn, “Designing Efficient Algorithms for Parallel Computer” by Mc Graw 
Hill. 

2. S.G. Akl, “Design and Analysis of Parallel Algorithms” 
3. S.G. Akl, ”Parallel Sorting Algorithm” by Academic Press 

 
 



(TIT-701) CRYPTOGRAPHY AND NETWORK SECURITY 
 

Unit-I  
Introduction to security attacks, services and mechanism, introduction to cryptography. 
Conventional Encryption: Conventional encryption model, classical encryption 
techniques- substitution ciphers and transposition ciphers, cryptanalysis, stereography, 
stream and block ciphers. 
Modern Block  Ciphers:  Block ciphers principals, Shannon’s theory of confusion and 
diffusion, fiestal structure, data encryption standard(DES), strength of DES, differential 
and linear crypt analysis of DES, block cipher modes of operations, triple DES, IDEA 
encryption and decryption, strength of IDEA, confidentiality using conventional 
encryption, traffic confidentiality, key distribution, random number generation. 
 
Unit-II 
Introduction to graph, ring and field, prime and relative prime numbers, modular 
arithmetic, Fermat’s and Euler’s theorem, primality testing, Euclid’s Algorithm, Chinese 
Remainder theorem, discrete logarithms.  
Principals of public key crypto systems, RSA algorithm, security of RSA, key 
management, Diffle-Hellman key exchange algorithm, introductory idea of Elliptic curve 
cryptography, Elganel encryption. 
 
Unit-III 
Message Authentication and Hash Function: Authentication requirements, authentication 
functions, message authentication code, hash functions, birthday attacks, security of hash 
functions and MACS, MD5 message digest algorithm, Secure hash algorithm(SHA). 
Digital Signatures: Digital Signatures, authentication protocols, digital signature 
standards (DSS), proof of digital signature algorithm. 
 
Unit-IV 
Authentication Applications: Kerberos and X.509, directory authentication service, 
electronic mail security-pretty good privacy (PGP), S/MIME. 
 
Unit-V 
IP Security: Architecture, Authentication header, Encapsulating security payloads, 
combining security associations, key management. 
Web Security: Secure socket layer and transport layer security, secure electronic 
transaction (SET). 
System Security: Intruders, Viruses and related threads, firewall design principals, trusted 
systems. 
 
Books:  
 

1. William Stallings, “Cryptography and Network Security: Principals and 
Practice”, Prentice Hall, New Jersy. 

2. Johannes A. Buchmann, “Introduction to Cryptography”, Springer-Verlag. 
3. Bruce Schiener, “Applied Cryptography”. 



  
 

(TCS-031)  DATA MINING AND DATA WAREHOUSING 
 

Unit-I 
Overview, Motivation(for Data Mining),Data Mining-Definition & Functionalities, Data 
Processing, Form of Data Preprocessing, Data Cleaning: Missing Values, Noisy 
Data,(Binning, Clustering, Regression, Computer and Human inspection),Inconsistent 
Data, Data Integration and Transformation. Data Reduction:-Data Cube Aggregation, 
Dimensionality reduction, Data Compression, Numerosity Reduction, Clustering, 
Discretization and Concept hierarchy generation. 
 
Unit-II 
Concept Description:- Definition, Data Generalization, Analytical Characterization, 
Analysis of attribute relevance, Mining Class comparisions, Statistical measures in large 
Databases. Measuring Central Tendency, Measuring Dispersion of Data, Graph Displays 
of Basic Statistical class Description, Mining Association Rules in Large Databases, 
Association rule mining, mining Single-Dimensional Boolean Association rules from 
Transactional Databases– Apriori Algorithm, Mining Multilevel Association rules from 
Transaction Databases and Mining Multi-Dimensional Association rules from Relational 
Databases 
 
Unit-III 
Classification and Predictions: 
What is Classification & Prediction, Issues regarding Classification and prediction, 
Decision tree, Bayesian Classification, Classification by Back propagation, Multilayer 
feed-forward Neural Network, Back propagation Algorithm, Classification methods K-
nearest neighbor classifiers, Genetic Algorithm. 
 
Cluster Analysis: 
Data types in cluster analysis, Categories of clustering methods, Partitioning methods. 
Hierarchical Clustering- CURE and Chameleon. 
Density Based Methods-DBSCAN, OPTICS. 
Grid Based Methods- STING, CLIQUE. 
Model Based Method –Statistical Approach, Neural Network approach, Outlier Analysis 
 
Unit-IV 
Data Warehousing: Overview, Definition, Delivery Process, Difference between 
Database System and Data Warehouse, Multi Dimensional Data Model, Data Cubes, 
Stars, Snow Flakes, Fact Constellations, Concept hierarchy, Process Architecture, 3 Tier 
Architecture, Data Marting. 
 
Unit-V 
Aggregation, Historical information, Query Facility, OLAP function and Tools. OLAP 
Servers, ROLAP, MOLAP, HOLAP, Data Mining interface, Security, Backup and 
Recovery, Tuning Data Warehouse, Testing Data Warehouse. 
  



Books: 
1. M.H.Dunham,”Data Mining:Introductory and Advanced Topics” Pearson 

Education 
2. Jiawei Han, Micheline Kamber, ”Data Mining Concepts & Techniques” Elsevier 
3. Sam Anahory, Dennis Murray, “Data Warehousing in the Real World : A 

Practical Guide for Building Decision Support Systems, 1/e “ Pearson Education 
4. Mallach,”Data Warehousing System”,McGraw –Hill 

  
  

 (TCS-032) DISTRIBUTED DATABASES 
  

  
Unit-I: Introduction 
Architecture of distributed systems: A detailed review of distributed system 
architecture (network operating system, distributed operating systems, etc.) will be 
presented leading to distributed database systems. This will then be categorized into (a) 
federated database systems, (b) multidatabase systems, and (c) Client/Server systems.  
Advanced transaction model: For managing data processing on distributed                            
platform the conventional transaction model needs some improvements. Discussion of 
some advanced transaction models suitable for different types of distributed database 
systems. 
 
Unit-II: Workflow 
It is a unit of business processing. From conventional viewpoint it is a set of tightly 
linked atomic processing units which requires special concurrency control and commit 
protocols. Discussion of existing ways of handling workflows.  
 
Unit-III: Query processing and Optimization: On distributed systems a query may be 
fragmented for processing on multiple nodes. This give rise to the problem of query 
fragmentation and distribution which must be addressed for improving performance. 
 
Unit-IV: Application distribution: To support parallel and concurrent processing of 
transactions processing application have to be distributed. This gives rise to application 
recovery problem. This course will explore new ways of managing application recovery 
which is more complex than database recovery.  
 
Unit-V: Transaction management, commit protocol and database recovery: These 
are system related issues. We will discuss commonly used schemes and advanced 
protocols for managing these activities.  
Buffer management: Database maintains their own buffer for processing transactions. 
We will discuss the buffer architecture and buffer management schemes (replacement, 
allocation, etc.)  

 
Books: 



1. Distributed Systems: Concept and Design. Coulouris, Dollimore, and Kindberg. 
AW.  

2. Distributed Database Principles and Systems. Ceri and Pelagatti. McGraw Hill.  
3. Recovery Mechanisms in Database Systems. Kumar and Hsu, Prentice Hall.  
4. Concurrency Control and Recovery in Database Systems. Bernstein, Hadzilacos 

and Goodman, AW.  
 
 

(TCS-033) BIOINFORMATICS 
 
Unit I: Introduction 
Bioinformatics objectives and overviews, Interdisciplinary nature of Bioinformatics, Data 
integration, Data analysis, Major Bioinformatics databases and tools. Metadata: Summary 
&  reference systems, finding new type of data online. 
Molecular Biology and Bioinformatics: Systems approach in biology,Central dogma of 
molecular biology, problems in molecular approach  and the bioinformatics approach, 
Overview of the bioinformatics applications. 
 
Unit II: The Information Molecules and Information Flow 
 Basic chemistry of nucleic acids, Structure of DNA, Structure of RNA, DNA 
Replication, -Transcription, -Translation,  Genes- the functional elements in DNA, 
Analyzing DNA,DNA sequencing. Proteins: Amino acids, Protein structure, Secondary, 
Tertiary and Quaternary structure, Protein folding and function, Nucleic acid-Protein 
interaction. 
 
Unit III: Perl 
Perl Basics, Perl applications for bioinformatics- Bioperl, Linux Operating System, 
Understanding and Using Biological Databases, Java clients, CORBA, Introduction to 
biostatics. 
 
Unit IV: Nucleotide sequence data 
Genome, Genomic sequencing, expressed sequence tags, gene expression, transcription 
factor binding sites and single nucleotide polymorphism. Computational representations 
of molecular biological data storage techniques: databases (flat, relational and object 
oriented), and controlled vocabularies, general data retrieval techniques: indices, Boolean 
search, fuzzy search and neighboring, application to biological data warehouses. 
 
Unit V: Biological data types and their special requirements: sequences, 
macromolecular structures, chemical compounds, generic variability and its connection to 
clinical data. Representation of patterns and relationships: alignments, regular 
expressions, hierarchies and graphical models. 
 
Books: 
 



1. O’Reilly, “ Developing Bio informatics computer skills”, Indian Edition’s 
publication 

2. Rastogi, Mendiratta, Rastogi, “Bioinformatics concepts, skills & Applications”, 
CBS Publishers 

3. Rashidi, Hooman and Lukas K. Buehler, “Bioinformatics Basic Applications” 
CRC Press. 

4. “Bioinformatics” , Addison Wesley 
5. Stephen Misner & Stephen Krawetz, “ Bioinformatics- Methods & Protocols” 

 

(TCS-034)  DATA COMPRESSION 

Unit - I: Introduction  

Compression Techniques: Loss less compression, Lossy Compression, Measures of 
prefonnance, Modeling and coding, Mathematical Preliminaries for Lossless 
compression: A brief introduction to information theory, Models: Physical models, 
Probability models, Markov models, composite source model, Coding: uniquely 
decodable codes, Prefix codes.  

Unit – II: Huffman coding 

The Huffman coding algorithm: Minimum variance Huffman codes, Adaptive 
Huffman coding: Update procedure, Encoding procedure, Decoding procedure. 
Golomb codes, Rice codes, Tunstall codes, Applications of Hoffman coding: Loss 
less image compression, Text compression, Audio Compression. 

Unit-III: Arithmetic Coding  

Coding a sequence, Generating a binary code, Comparison of Binary and Huffman 
coding, Applications: Bi-level image compression-The JBIG standard, JBIG2, 
Image compression. Dictionary Techniques: Introduction, Static Dictionary:  
Diagram Coding, Adaptive Dictionary. The LZ77 Approach, The LZ78 Approach,  
Applications: File Compression-UNIX compress, Image Compression: The 
Graphics Interchange Format (GIF), Compression over Modems: V.42 bits, 
Predictive  Coding: Prediction with Partial match (ppm): The basic algorithm, The 
ESCAPE SYMBOL, length of context, The Exclusion Principle, The Burrows-
Wheeler Transform: Move-to-front coding, CALIC, JPEG-LS, Multi-resolution 
Approaches, Facsimile Encoding, Dynamic Markoy Compression. 

Unit – IV: Mathematical Preliminaries for Lossy Coding 

Distortion criteria, Models, Scalar Ouantization: The Quantization problem, 
Uniform Quantizer, Adaptive Quantization, Non uniform Quantization.  

Unit-V: Vector Quantization  



Advantages of Vector Quantization over Scalar Quantization, The Linde-Buzo-
Gray Algorithm, Tree structured Vector Quantizers. Structured Vector Quantizers.  

Books: 

1. Khalid Sayood, Introduction to Data Compression, Morgan Kaufmann      
Publishers  

 

(TCS-801)  DISTRIBUTED SYSTEMS  

Unit–I 
Characterization of Distributed Systems: Introduction, Examples of distributed 
Systems, Resource sharing and the Web Challenges.  
System Models: Architectural models, Fundamental Models  
Theoretical Foundation for Distributed System: Limitation of Distributed system, 
absence of global clock, shared memory, Logical clocks, Lamport’s & vectors logical 
clocks, Causal ordering of messages, global state, termination detection.  
Distributed Mutual Exclusion: Classification of distributed mutual exclusion, 
requirement of mutual exclusion theorem, Token based and non token based algorithms, 
performance metric for distributed mutual exclusion algorithms.  
 
Unit–II 
Distributed Deadlock Detection: system model, resource Vs communication deadlocks, 
deadlock prevention, avoidance, detection & resolution, centralized dead lock detection, 
distributed dead lock detection, path pushing algorithms, edge chasing algorithms.  
Agreement Protocols: Introduction, System models, classification of Agreement 
Problem, Byzantine agreement problem, Consensus problem, Interactive consistency 
Problem, Solution to Byzantine Agreement problem, Application of Agreement problem, 
Atomic Commit in Distributed Database system.  
 
Unit–III 
Distributed Objects and Remote Invocation: Communication between distributed 
objects, Remote procedure call, Events and notifications, Java RMI case study.  
Security: Overview of security techniques, Cryptographic algorithms, Digital signatures 
Cryptography pragmatics, Case studies: Needham Schroeder, Kerberos, SSL & Millicent.  
Distributed File Systems: File service architecture, Sun Network File System, The 
Andrew File System, Recent advances.  
 
Unit–IV 
Transactions and Concurrency Control: Transactions, Nested transactions, Locks, 
Optimistic Concurrency control, Timestamp ordering, Comparison of methods for 
concurrency control.  
Distributed Transactions: Flat and nested distributed transactions, Atomic Commit 
protocols, Concurrency control in distributed transactions, Distributed deadlocks, 



Transaction recovery. Replication: System model and group communication, Fault - 
tolerant services, highly available services, Transactions with replicated data.  
 
Unit –V  
Distributed Algorithms: Introduction to communication protocols, Balanced sliding 
window protocol, Routing algorithms, Destination based routing, APP problem, 
Deadlock free Packet switching, Introduction to Wave & traversal algorithms, Election 
algorithm.CORBA Case Study: CORBA RMI, CORBA services.  
Books:  

1. Singhal & Shivaratri, "Advanced Concept in Operating Systems",  McGraw Hill 
2. Coulouris, Dollimore, Kindberg, "Distributed System: Concepts and Design”, 

Pearson Ed. 
3. Gerald Tel, "Distributed Algorithms", Cambridge University Press 

 
 

(TCS-802) Advanced Computer Architecture  
 

 
Unit - I: Introduction 
 
Parallel Computing, Parallel Computer Model, Program and Network Properties, Parallel 
Architectural Classification Schemes, Flynn’s & Feng’s Classification, Performance 
Metrics and Measures, Speedup Performance Laws: Multiprocessor System and 
Interconnection Networks; IEEE POSIX Threads: Creating and Exiting Threads, 
Simultaneous Execution of Threads, Thread Synchronization using Semaphore and 
Mutex, Canceling the Threads. 
 
  
Unit – II: Pipelining and Memory Hierarchy 
  
Basic and Intermediate Concepts, Instruction Set Principle; ILP: Basics, Exploiting ILP, 
Limits on ILP; Linear and Nonlinear Pipeline Processors; Super Scalar and Super 
Pipeline Design; Memory Hierarchy Design: Advanced Optimization of Cache 
Performance, Memory Technology and Optimization, Cache Coherence and 
Synchronization Mechanisms.  
 
 
Unit – III: Thread and Process Level Parallel Architecture 
 
Introduction to MIMD Architecture, Multithreaded Architectures, Distributed Memory 
MIMD Architectures, Shared Memory MIMD Architecture, Clustering, Instruction Level 
Data Parallel Architecture, SIMD Architecture, Fine Grained and Coarse Grained SIMD 
Architecture, Associative and Neural Architecture, Data Parallel Pipelined and Systolic 
Architectures, Vector Architectures. 
 
  



Unit – IV: Parallel Algorithms 
 
PRAM Algorithms: Parallel Reduction, Prefix Sums, Preorder Tree Traversal, Merging 
two Sorted lists; Matrix Multiplication: Row Column Oriented Algorithms, Block 
Oriented Algorithms; Parallel Quicksort, Hyper Quicksort; Solving Linear Systems: 
Gaussian Elimination, Jacobi Algorithm; Parallel Algorithm Design Strategies. 
 
 
Unit –V: Developing Parallel Computing Applications 
 
OpenMP Implementation in ‘C’: Execution Model, Memory Model; Directives: 
Conditional Compilation, Internal Control Variables, Parallel Construct, Work Sharing 
Constructs, Combined Parallel Work-Sharing Constructs, Master and Synchronization 
Constructs; Run-Time Library Routines: Execution Environment Routines, Lock 
Routines, Timing Routines; Simple Examples in ‘C’. Basics of MPI. 
 
Books:- 
    
1. Kai Hwang,” Advance Computer Architecture”, TMH 
2. Matthew, ”Beginning Linux Programming”, SPD/WROX 
3. Hennessy and Patterson,” Computer Architecture: A Quantitative Approach”, Elsevier 
4. Dezso and Sima, ”Advanced Computer Architecture”, Pearson 
5. Quinn, “Parallel Computing: Theory & Practice”, TMH 
6. Quinn, “Parallel Programming in C with MPI and Open MP”, TMH 
 
Open MP Specification and Usage (www.openmp.org) 

 
 

(TCS-041) REAL TIME SYSTEMS 
 

 
UNIT-I: Introduction  

Definition, Typical Real Time Applications: Digital Control, High Level 
Controls, Signal Processing etc., Release Times, Deadlines, and Timing Constraints, 
Hard Real Time Systems and Soft Real Time Systems, Reference Models for Real Time 
Systems: Processors and Resources, Temporal Parameters of Real Time Workload, 
Periodic Task Model, Precedence Constraints and Data Dependency. 
 
UNIT-II: Real Time Scheduling 

Common Approaches to Real Time Scheduling: Clock Driven Approach, 
Weighted Round Robin Approach, Priority Driven Approach, Dynamic Versus Static 
Systems, Optimality of Effective-Deadline-First (EDF) and Least-Slack-Time-First 
(LST) Algorithms, Offline Versus Online Scheduling, Scheduling Aperiodic and 
Sporadic jobs in Priority Driven and Clock Driven Systems. 
 
UNIT-III: Resources Access Control  



Effect of Resource Contention and Resource Access Control (RAC), Non-
preemptive Critical Sections, Basic Priority-Inheritance and Priority-Ceiling Protocols, 
Stack Based Priority-Ceiling Protocol, Use of Priority-Ceiling Protocol in Dynamic 
Priority Systems, Preemption Ceiling Protocol, Access Control in Multiple-Unit 
Resources, Controlling Concurrent Accesses to Data Objects. 
 
UNIT-IV: Multiprocessor System Environment 

Multiprocessor and Distributed System Model, Multiprocessor Priority-Ceiling 
Protocol, Schedulability of Fixed-Priority End-to-End Periodic Tasks, Scheduling 
Algorithms for End-to-End Periodic Tasks, End-to-End Tasks in Heterogeneous Systems, 
Predictability and Validation of Dynamic Multiprocessor Systems, Scheduling of Tasks 
with Temporal Distance Constraints. 

 
UNIT-V: Real Time Communication 

Model of Real Time Communication, Priority-Based Service and Weighted 
Round-Robin Service Disciplines for Switched Networks, Medium Access Control 
Protocols for Broadcast Networks, Internet and Resource Reservation Protocols, Real 
Time Protocols, Communication in Multicomputer System, An Overview of Real Time 
Operating Systems. 
 
Books: 

1. Real Time Systems by Jane W. S. Liu, Pearson Education Publication. 
2. Real-Time Systems: Scheduling, Analysis, and Verification by Prof. Albert M. K. 

Cheng, John Wiley and Sons Publications. 
 

(TCS-042)  SOFTWARE PROJECT MANAGEMENT 
 
 

UNIT-I: Introduction and Software Project Planning 
Fundamentals of Software Project Management (SPM), Need Identification, 

Vision and Scope document, Project Management Cycle, SPM Objectives, Management 
Spectrum, SPM Framework, Software Project Planning, Planning Objectives, Project 
Plan, Types of project plan, Structure of a Software Project Management Plan, Software 
project estimation, Estimation methods, Estimation models, Decision process. 
 
UNIT-II: Project Organization and Scheduling 

Project Elements, Work Breakdown Structure (WBS), Types of WBS, Functions, 
Activities and Tasks, Project Life Cycle and Product Life Cycle, Ways to Organize 
Personnel, Project schedule, Scheduling Objectives, Building the project schedule, 
Scheduling terminology and techniques, Network Diagrams: PERT, CPM, Bar Charts: 
Milestone Charts, Gantt Charts. 
 
UNIT-III: Project Monitoring and Control 

Dimensions of Project Monitoring & Control, Earned Value Analysis, Earned 
Value Indicators: Budgeted Cost for Work Scheduled (BCWS), Cost Variance (CV), 
Schedule Variance (SV), Cost Performance Index (CPI), Schedule Performance Index 



(SPI), Interpretation of Earned Value Indicators, Error Tracking, Software Reviews, 
Types of Review: Inspections, Deskchecks, Walkthroughs, Code Reviews, Pair 
Programming. 
 
UNIT-IV: Software Quality Assurance and Testing 

Testing Objectives, Testing Principles, Test Plans, Test Cases, Types of Testing, 
Levels of Testing, Test Strategies, Program Correctness, Program Verification & 
validation, Testing Automation & Testing Tools, Concept of Software Quality, Software 
Quality Attributes, Software Quality Metrics and Indicators, The SEI Capability Maturity 
Model CMM), SQA Activities, Formal SQA Approaches: Proof of correctness, Statistical 
quality assurance, Cleanroom process. 
 
UNIT-V: Project Management and Project Management Tools 

Software Configuration Management: Software Configuration Items and tasks, 
Baselines, Plan for Change, Change Control, Change Requests Management, Version 
Control, Risk Management: Risks and risk types, Risk Breakdown Structure (RBS), Risk 
Management Process: Risk identification, Risk analysis, Risk planning, Risk monitoring, 
Cost Benefit Analysis,  Software Project Management Tools: CASE Tools, Planning 
and Scheduling Tools, MS-Project.  
 
Books: 

3. Software Project Management by M. Cotterell 
4. Information Technology Project Management 
5. Management Information and Control by 
6. Software Project Managemnet by S. A. Kelkar 

 
 

(TCS-043) SOFTWARE QUALITY ENGINEERING 
 
 

UNIT-I: Introduction  
Defining Software Quality, Software Quality Attributes and Specification, Cost of 

Quality, Defects, Faults, Failures, Defect Rate and Reliability, Defect Prevention, 
Reduction, and Containment, Overview of Different Types of Software Review, 
Introduction to Measurement and Inspection Process, Documents and Metrics.  
 
UNIT-II: Software Quality Metrics 

Product Quality Metrics: Defect Density, Customer Problems Metric, Customer 
Satisfaction Metrics, Function Points, In-Process Quality Metrics: Defect Arrival Pattern, 
Phase-Based Defect Removal Pattern, Defect Removal Effectiveness, Metrics for 
Software Maintenance: Backlog Management Index, Fix Response Time, Fix Quality, 
Software Quality Indicators. 
 
UNIT-III: Software Quality Management and Models  

Modeling Process, Software Reliability Models: The Rayleigh Model, 
Exponential Distribution and Software Reliability Growth Models, Software Reliability 



Allocation Models, Criteria for Model Evaluation, Software Quality Assessment Models: 
Hierarchical Model of Software Quality Assessment. 
 
UNIT-IV: Software Quality Assurance 

Quality Planning and Control, Quality Improvement Process, Evolution of 
Software Quality Assurance (SQA), Major SQA Activities, Major SQA Issues, Zero 
Defect Software, SQA Techniques, Statistical Quality Assurance, Total Quality 
Management, Quality Standards and Processes. 
 
UNIT-V: Software Verification, Validation & Testing: 
Verification and Validation, Evolutionary Nature of Verification and Validation, 
Impracticality of Testing all Data and Paths, Proof of Correctness, Software Testing, 
Functional, Structural and Error-Oriented Analysis & Testing, Static and Dynamic 
Testing Tools, Characteristics of Modern Testing Tools.  
 
Books: 

1. Jeff Tian, Software Quality Engineering (SQE), Wiley-Interscience, 2005; ISBN 
0-471-71345-7.  

2. Metrics and Models in Software Quality Engineering, Stephen H. Kan, Addison-
Wesley (2002), ISBN: 0201729156 

 
 

(TCS-044) EMBEDDED SYSTEMS 
 

Unit-I 
 
Introduction to embedded systems: Classification, Characteristics and requirements 
 
Unit-II 
 
Timing and clocks in Embedded systems, Task Modeling and management, Real time 
operating system issues. 
 
Unit-III 
 
Signals, frequency spectrum and sampling, digitization (ADC, DAC), Signal 
Conditioning and Processing. 
Modeling and Characterization of Embedded Computation System. 
 
Unit-IV 
 
Embedded Control and Control Hierarchy,  
Communication strategies for embedded systems: Encoding and Flow control. 
 
Unit-V 
 



Fault-Tolerance 
Formal Verification. 
 
 
 
Books: 

1. H.Kopetz, “Real-Time Systems”, Kluwer, 1997. 
2. R.Gupta, “Co-synthesis of Hardware and Software for Embedded Systems”, 

Kluwer 1995. 
 

(TCS-051) NEURAL NETWORK 
 
 

Unit-I: Neurocomputing and Neuroscience 
Historical notes, human Brain, neuron Model, Knowledge representation, Al and NN. 
Learning process: Supervised and unsupervised learning, Error correction learning, 
competitive learning, adaptation, statistical nature of the learning process. 
 
Unit-II: Data processing 
Scaling, normalization, Transformation (FT/FFT), principal component analysis, 
regression, co-variance matrix, eigen values & eigen vectors. Basic Models of Artificial 
neurons, activation Functions, aggregation function, single neuron computation, 
multilayer perceptron, least mean square algorithm, gradient descent rule, nonlinearly 
separable problems and bench mark problems in NN. 
 
Unit-III 
Multilayered network architecture, back propagation algorithm, heuristics for making 
BP-algorithm performs better. Accelerated learning BP (like recursive least square, quick 
prop, RPROP algorithm), approximation properties of RBF networks and comparison 
with multilayer perceptran. 
 
Unit-IV 
Recurrent network and temporal feed-forward network, implementation with BP, self 
organizing map and SOM algorithm, properties of feature map and computer simulation. 
Principal component and Independent component analysis, application to image and 
signal processing. 
 
Unit-V 
Complex valued NN and complex valued BP, analyticity of activation function, 
application in 2D information processing. Complexity analysis of network models. Soft 
computing. Neuro-Fuzzy-genetic algorithm Intergration. 

 
 
 
 



 
 
 
 
 
 
 

(TCS-052) FUZZY SYSTEMS 
 

UNIT I            
Introduction, Basic Types, Basic Concepts, Representations of Fuzzy Sets, Extension Principle 
for Fuzzy Sets, Types of Operations. Fuzzy Complements, Fuzzy Intersections: t- Norms., Fuzzy 
Unions: t-Conorms, Combinations of Operations. Aggregation Operations. Arithmetic: Fuzzy 
Numbers, Linguistic Variables, Arithmetic Operations on Intervals, Arithmetic Operations on 
Fuzzy Numbers, Fuzzy Equations 
 
UNIT 2                
Crisp versus Fuzzy Relations, Projections and Cylindric Extensions, Binary Fuzzy Relations, 
Binary Relations on a Single Set. Fuzzy Equivalence Relations, Fuzzy Compatibility Relations. 
Fuzzy Ordering Relations, Fuzzy Morphisms, Sup-i Compositions of Fuzzy Relations., Inf- 
Compositions of Fuzzy Relations. 
 
UNIT 3             
Fuzzy Measures, Fuzzy Sets and Possibility Theory, Classical Logic: An Overview. Multivalued 
Logics. Fuzzy Propositions. Fuzzy Quantifiers. Linguistic Hedges. Inference from Conditional 
Fuzzy Propositions. Inference from Conditional and Qualified Propositions. Inference from 
Quantified Propositions, Information and Uncertainty, Nonspecificity of Fuzzy Sets. Fuzziness of 
Fuzzy Sets. Principles of Uncertainty 
 
UNIT 4                             
Fuzzy Expert Systems: An Overview. Fuzzy Implications. Selection of Fuzzy Implications. 
Multiconditional Approximate Reasoning. The Role of Fuzzy Relation Equations, Fuzzy 
Controllers: 
Overview, Fuzzy Neural Networks. Fuzzy Automata. Fuzzy Dynamic Systems. 
 
UNIT 5                   
Fuzzy Databases. Fuzzy Information Retrieval, Individual Decision Making, Multiperson 
Decision Making, Multicriteria Decision Making, Multistage Decision Making, Fuzzy Systems 
and Genetic Algorithms. 
 
Reference: 
• George J. Klir, Bo Yuan, "Fuzzy Sets and Fuzzy Logic", PHI  
• Witold Pedrvcz and Femando Gomide. "An Introduction to Fuzzy Sets", PHI 
 

 
(TCS-053) NATURAL LANGUAGE PROCESSING 



 
 

Unit-I  
Introduction to Natural Language Understanding: The study of Language, Applications 
of NLP, Evaluating Language Understanding Systems, Different levels of Language 
Analysis, Representations and Understanding, Organization of Natural language 
Understanding Systems, Linguistic Background: An outline of English syntax. 
 
Unit-II 
Introduction to semantics and knowledge representation, Some applications like machine 
translation, database interface. 
 
Unit-III 
Grammars and Parsing: Grammars and sentence Structure, Top-Down and Bottom-Up 
Parsers, Transition Network Grammars, Top-Down Chart Parsing. Feature Systems and 
Augmented Grammars: Basic Feature system for English, Morphological Analysis and 
the Lexicon, Parsing with Features, Augmented Transition Networks.  
 
Unit-IV 
Grammars for Natural Language: Auxiliary Verbs and Verb Phrases, Movement 
Phenomenon in Language, Handling questions in Context-Free Grammars. Human 
preferences in Parsing, Encoding uncertainty, Deterministic Parser. 
 
Unit-V 
Ambiguity Resolution: Statistical Methods, Probabilistic Language Processing, 
Estimating Probabilities, Part-of-Speech tagging, Obtaining Lexical Probabilities, 
Probabilistic Context-Free Grammars, Best First Parsing. Semantics and Logical Form, 
Word senses and Ambiguity, Encoding Ambiguity in Logical Form. 
 
Books: 

1. Akshar Bharti, Vineet Chaitanya and Rajeev Sangal, NLP: A Paninian 
Perspective, Prentice Hall, New Delhi 

2. James Allen, Natural Language Understanding, 2/e, Pearson Education, 2003  
3. D. Jurafsky, J. H. Martin, Speech and Language Processing, Pearson Education, 

2002 
4. L.M. Ivansca, S. C. Shapiro, Natural Language Processing and Language 

Representation 
5. T. Winograd, Language as a Cognitive Process, Addison-Wesley 

 
 

(TCS-054) MOBILE COMPUTING 
 
Unit – I    
Introduction, issues in mobile computing, overview of wireless telephony: cellular 
concept, GSM: air-interface, channel structure, location management: HLR-VLR, 
hierarchical, handoffs, channel allocation in cellular systems, CDMA, GPRS. 



 
Unit - II    
Wireless Networking, Wireless LAN Overview: MAC issues, IEEE 802.11, Blue Tooth, 
Wireless multiple access protocols, TCP over wireless, Wireless applications, data 
broadcasting, Mobile IP, WAP: Architecture, protocol stack, application environment, 
applications. 
 
Unit – III    
Data management issues, data replication for mobile computers, adaptive clustering for 
mobile wireless networks, File system, Disconnected operations. 
  
Unit - IV  
Mobile Agents computing, security and fault tolerance, transaction processing in mobile 
computing environment. 
 
Unit – V   
Ad Hoc networks, localization, MAC issues, Routing protocols, global state routing 
(GSR), Destination sequenced distance vector routing (DSDV), Dynamic source routing 
(DSR), Ad Hoc on demand distance vector routing (AODV),  Temporary ordered routing 
algorithm (TORA),  QoS in Ad Hoc Networks, applications. 
 
 
Books: 

1. J. Schiller, Mobile Communications, Addison Wesley. 
2. A.  Mehrotra , GSM System Engineering. 
3. M. V. D. Heijden, M. Taylor, Understanding  WAP, Artech House. 
4. Charles Perkins, Mobile IP, Addison Wesley. 
5. Charles Perkins, Ad hoc Networks, Addison Wesley. 



(TCS-751) WEB TECHNOLOGY LAB 
 
 
The students are advised to get exposed to web technologies like HTML, XML and their variants 
as well as Java Programming 
 
 
1. Write HTML/Java scripts to display your CV in Web Browser. 
 
2. Creation and annotation of static web pages using any HTML editor.   
 
3. Write a program to use XML and JavaScript for creation of your homepage. 
 
4. Write a program in XML for creation of DTD which specifies a particular set of rules. 
 
5. Create a Stylesheet in CSS/XSL and display the document in Web Browser. 
 
6. Write a Java Servelet for HTTP Proxy Server.  
 
7. Use JSP pages for sharing session and application data of HTTP Server. 
 
8. Write a program to use JDBC connectivity program for maintaining database by sending 

queries. 
 
 
 

(TCS-752) DIGITAL IMAGE PROCESSING LAB 
 
 
The following programs should be developed in ‘C’ language preferably on ‘UNIX’ platform. 
The graphical development environment can be created using some appropriate library like 
‘OpenGL’: 
 
 
1. Implement the spatial image enhancement functions on a bitmap image –  

(a) Mirroring (Inversion) (b) Rotation (Clockwise) (c) Enlargement (Double Size) 
 
2. Implement (a) Low Pass Filter (b) High Pass Filter   
 
3. Implement (a) Arithmetic Mean Filter (b) Geometric Mean Filter  
 
4. Implement Smoothing and Sharpening of an eight bit color image 
 
5. Implement (a) Boundary Extraction Algorithm (b) Graham's Scan Algorithm 
 
6. Implement (a) Edge Detection (b) Line Detection 
 
 
 
 
 



  
 
 

(TCS-851) ADVANCED COMPUTER ARCHITECTURE LAB 
 
 
The following programs should be developed in ‘C’ language preferably on ‘UNIX’ platform. 
Programs (3-7) require usage of Parallel Computing APIs: 
 
 
1. Write a program to execute three POSIX Threads (PThreads) simultaneously for updating 

a text file.  
 
2. Write a program for synchronizing POSIX Threads (PThreads) using (a) Semaphore (b) 

Mutex  
 
3. Implement the PRAM Algorithm for (a) Parallel Reduction (b) Prefix Sums (c) Preorder 

Tree Traversal 
 
4. Implement Parallel Matrix Multiplication using (a) Row-Column oriented Algorithm (b) 

Block-Oriented Algorithm   
 
5. Implement Solution of Linear Systems using (a) Gaussian Elimination (b) Jacobi 

Algorithm 
 
6. Implement (a) Parallel Quick Sort (b) Hyper Quicksort 
 
7. Implement Parallel Fast Fourier Transform Algorithm. 
 
 

(TCS-852) DISTRIBUTED SYSTEMS LAB 
 
The following programs should be developed preferably on ‘UNIX’ platform:-  
 
1. Simulate the functioning of Lamport’s Logical Clock in ‘C’. 
 
2.  Simulate the Distributed Mutual Exclusion in ‘C’.   
 
3.          Implement a Distributed Chat Server using TCP Sockets in ‘C’. 
  
4. Implement RPC mechanism for a file transfer across a network in ‘C’  
 
5. Implement ‘Java RMI’ mechanism for accessing methods of remote systems.    
 
6. Simulate Balanced Sliding Window Protocol in ‘C’. 
 
7. Implement CORBA mechanism by using ‘C++’ program at one end and ‘Java’ program 

on the other. 
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